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Nonequilibrium Entropy
Production Under the Effect
of the Dual-Phase-Lag Heat
Conduction Model
In the present work, the nonequilibrium entropy production under the effect of the dual-
phase-lag heat conduction model is investigated. It is shown that the entropy production
cannot be described using the classical form of the equilibrium entropy production where
using this form leads to a violation for the thermodynamics second law. The effect of the
phase-lags in temperature and in heat flux on the nonequilibrium entropy production is
investigated. Also, the difference between the equilibrium and the nonequilibrium tem-
peratures under the effect of the dual-phase-lag heat conduction model is studied.
@S0022-1481~00!01502-4#

Keywords: Conduction, Heat Transfer, Heat Waves, Microscale, Nonequilibrium, Ther-
modynamics

Introduction
For situations involving very low temperatures near absolute

zero, a heat source, such as a laser or microwave with extremely
short duration or very high frequency, a very high temperature
gradient, and extremely short times, heat is found to propagate at
a finite speed. To account for the phenomena involving the finite
propagation velocity of the thermal wave, the classical Fourier
heat flux model should be modified. Cattaneo@1# and Vernotte@2#
suggested independently a modified heat flux model in the form of

q~ t1 t̄,r !52k“T~ t,r !. (1)

The constitution law of Eq.~1! assumes that the heat flux vector
~the effect!and the temperature gradient~the cause!across a ma-
terial volume occur at different instants of time and the time delay
between the heat flux and the temperature gradient is the relax-
ation timet̄. The first-order expansion ofq in Eq. ~1! with respect
to t bridges all the physical quantities at the same time. It results
in the expansion

q~ t,r !1 t̄
]q

]t
~ t,r !52k“T~ t,r !. (2)

In Eq. ~2! it is assumed thatt̄ is small enough so that the first-
order Taylor expansion ofq(t1 t̄,r) is an accurate representation
for the conduction heat flux vector. The equation of energy con-
servation for such problems is given as

rc
]T

]t
52“•q1g. (3)

Elimination of q between Eqs.~2! and ~3! leads to the classical
hyperbolic heat conduction equation

1

a

]T

]t
1

t̄

a

]2T

]t2 5¹2T1
g

k
1

t̄

k

]g

]t
. (4)

To remove the precedence assumption made in the thermal
wave model, as proposed in Eq.~1!, the dual-phase-lag model is
proposed~@3–5#!. The dual-phase-lag model allows either the
temperature gradient~cause!to precede the heat flux vector~ef-

fect! or the heat flux vector~cause!to precede the temperature
gradient~effect! in the transient process. Mathematically, this can
be represented by~@3–5#!

q~ t1 t̄q ,r !52k“T~ t1 t̄T ,r !. (5)

For the case oft̄T. t̄q , the temperature gradient established
across a material volume is a result of the heat flow, implying that
the heat flux vector is the cause and the temperature gradient is the
effect. Fort̄T, t̄q , on the other hand, heat flow is induced by the
temperature gradient established at an earlier time, implying that
the temperature gradient is the cause, while the heat flux vector is
the effect. The first-order approximation of Eq.~5! yields

q~ t,r !1 t̄q

]q

]t
~ t,r !52kH“T~ t,r !1 t̄T

]

]t
@“T~ t,r !#J . (6)

Elimination of q between Eqs.~3! and ~6! leads to the heat con-
duction equation under the dual-phase-lag effect

1

a

]T

]t
~ t,r !1

t̄q

a

]2T

]t2 ~ t,r !5¹2T~ t,r !1 t̄T

]

]t
@¹2T~ t,r !#

1
1

k Fg1 t̄q

]g

]t
~ t,r !G . (7)

In the absence of the temperature gradient phase-lag (t̄T50), Eq.
~7! reduces to the classical hyperbolic heat conduction equation as
described by Eq.~4!. Also, in the absence of the two phase-lags
( t̄T5 t̄q50), Eq. ~7! reduces to the classical diffusion equation
employing Fourier’s law.

Investigation of the entropy production under the effect of the
classical hyperbolic heat conduction model has motivated differ-
ent researchers~@6–15#!. Due to the phase-lag between the heat
flux and the temperature gradient in the Cattaneo and Vernotte
and in the dual-phase-lag constitution laws, the entropy produc-
tion cannot be derived from the concept of local-equilibrium en-
tropy as presented by the fundamentals of classical thermodynam-
ics. When the assumption of local equilibrium is relaxed, the
concepts of entropy and temperature in nonequilibrium will be
changed. The concepts of nonequilibrium entropy and temperature
have been investigated by different workers~@7–8,10–12,15#!and
discussed in different references~@9,14#!. The behavior of entropy
in the classical hyperbolic heat conduction model has been inves-
tigated in~@8–10,14–15#!.
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Up to the authors’ knowledge, the nonequilibrium entropy pro-
duction under the effect of the dual-phase-lag heat conduction
model is not yet investigated. In the present work, we will inves-
tigate the entropy production, based on the equilibrium and the
nonequilibrium thermodynamics concepts, under the effect of the
dual-phase-lag heat conduction model. Also, we will investigate
the effect of the phase-lag concept on the equilibrium and the
nonequilibrium entropy production and on the difference between
the equilibrium and the nonequilibrium temperatures. A case
study will be presented to demonstrate these effects.

Analysis
According to the extended irreversible thermodynamics, the

generalized nonequilibrium entropys* is given as~@15#!

s* ~u,v,q!5s~u,v !2
ā

2
q•q (8)

whereā is given as~@15#!

ā5
t̄q

rkT* 2 . (9)

Equation~8! is an expansion of second-order approximation inq
for the deviation of the nonequilibrium entropy from the equilib-
rium entropy. This expansion is obtained from the extended irre-
versible thermodynamics which assumes that the thermodynamic
fluxes are independent variables of the system in addition to the
classical variables such as the specific internal energy and specific
volume.

As a result, the nonequilibrium entropy does not depend only
on u andv but also onq. It is clear that Eq.~8! is no more valid
in applications involving very high heat fluxes. To account for
these applications, one has to use higher order expansion arounds.
It is worth noting here that applications that involve very fast and
high heating rates must be modeled using the microscopic two-
step heat conduction model~@13#!. Also, note that the coefficient
ā in Eq. ~8! may be evaluated under local equilibrium conditions.

In Eq. ~9!, T* is the nonequilibrium temperature which differs
from the equilibrium one by the following relation~@15#!:

1

T*
5

1

T
2

1

2

]ā

]u
q•q. (10)

Now, Eq. ~8! is differentiated to yield

ds* 5ds2āq•dq. (11)

For incompressible materials,

ds5
du

T*
. (12)

Also, consider the energy equation

r
du

dt
52“•q1g. (13)

Substitute fordu/dt from ~13! into ~12! to yield

ds

dt
5

1

rT*
~2“•q1g! (14)

and substitute fords/dt from ~14! into ~11!, after dividing~11! by
dt, to yield

ds*

dt
5

1

rT*
~2“•q1g!2āq•

dq

dt
. (15)

The nonequilibrium entropy production is given as

s* 5r
ds*

dt
1¹•S q

T* D . (16)

Substitute fords* /dt from ~15! into ~16!, yields

s* 5
g

T*
2

q

T* 2 •S“T* 1
t̄q

k
q̇D . (17)

Now, rewrite the dual-phase-lag constitution law~6! in terms of
the nonequilibrium temperatureT* and substitute for“T*
1( t̄q /k)q̇ from Eq. ~6! into Eq. ~17! to yield

s* ~ t,r !5
g~ t,r !

T* ~ t,r !
1

q~ t,r !

T* 2~ t,r !
•Fq~ t,r !

k
1 t̄T

]

]t
~“T* ~ t,r !!G .

(18)

For most practical operating conditions, the difference between
the equilibrium and the nonequilibrium temperatures may be ne-
glected, and as a result,T(t,r) 5T* (t,r).

To show that the difference betweenT andT* is not significant,
rewrite Eq.~10! in the form

T2T*

T*
52

T

2

]ā

]u
q2 (19)

and for constant thermal properties,

]ā

]u
5

1

c

]ā

]T
52

2t̄q

crkT3 . (20)

Substitute for]ā/]u from ~20! into ~19! to yield

T2T*

T*
5

t̄q

crk S q

TD 2

. (21)

For most practical materials,t̄q is of order of picoseconds,q and
T have the same order of magnitude, andcrk@1. As a result

T2T*

T*
!1. (22)

Hence, Eq.~18! is rewritten as

s* ~ t,r !5
g~ t,r !

T~ t,r !
1

q~ t,r !

T2~ t,r !
•Fq~ t,r !

k
1 t̄T

]

]t
~“T~ t,r !!G .

(23)

In the absence of the temperature gradient phase-lag (t̄T50), Eq.
~23! reduces to

s* ~ t,r !5
g~ t,r !

T~ t,r !
1

q2~ t,r !

kT2~ t,r !
(24)

which predicts the nonequilibrium entropy production under the
effect of the classical hyperbolic heat conduction model. Also, in
the absence of the two phase-lags (t̄T5 t̄q50), Eq. ~23! com-
bined with Eq.~6! yields

s* ~ t,r !5
g~ t,r !

T~ t,r !
1k

“T~ t,r !•“T~ t,r !

T2~ t,r !
(25)

which is the nonequilibrium entropy production under the effect
of the classical parabolic heat conduction model. For this special
case, Eq.~25! can also predict the equilibrium entropy production
under the effect of the classical parabolic heat conduction model.

In contrast to the nonequilibrium entropy production form~23!,
the classical equilibrium entropy production has the form

s~ t,r !5
g~ t,r !

T~ t,r !
2

1

T2 q~ t,r !•“T~ t,r !. (26)

In both expressions fors* and s, we need an expression for
q(t,r) in terms of T(t,r). This expression is obtained directly
after integrating Eq.~6! to yield

q~ t,r !5q~0,r!e2t/ t̄q1k
t̄T

t̄q
e2t/ t̄q

“T~0,r!2k
t̄T

t̄q
“T~ t,r !

2
k

t̄q
S 12

t̄T

t̄q
D •E

0

t

e2~ t2v !/ t̄q
“T~v,r !dv. (27)
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As a result of Eq.~27!, it is clear that the equilibrium and the
nonequilibrium entropy production, under the effect of the dual-
phase-lag heat conduction model, depends on the accumulation in
the gradient of temperature with respect to time. This implies that
the history ofT ~and“T! has a significant effect on the equilib-
rium and the nonequilibrium entropy. As an example, if the in-
stantaneous value of“T is zero, the nonequilibrium entropy pro-
duction will not vanish due to the previous accumulation in“T.
The history of“T plays a significant effect ons* but this effect
decreases as time proceeds. Also, it is clear from Eqs.~23! and
~26! that the dual-phase-lag concept has more significant effect on
s* , due to the presence ofq•q, as compared to its effect ons,
due to the presence ofq alone. Also, it is clear from Eq.~25! that
the entropy production under the effect of the parabolic energy
equation is directly proportional to“T. For this case, history of
“T has nothing to do withs* . At the instant when“T dimin-
ishes,s* will instantaneously diminish in the absence ofg(t,r).

There is another important conclusion we may draw from Eqs.
~23! and~25!. It is clear from Eq.~25! that the entropy production
under the effect of Fourier law is always positive. This is due to
the fact thatq(t,r) and “T(t,r) have always opposite signs and,
as a result, their product is always positive. However, if the equi-
librium expression for entropy is used to describes under the
effect of the dual-phase-lag concept, as described by Eq.~26!,
there is no guarantee thatq(t,r) and“T(t,r) have opposite signs.
Due to the presence of the dual-phase-lagst̄q and t̄T between the
heat flux and the temperature gradient, the heat flux may transfer
in the direction of increasing temperature at a given instant of
time and at a given location of space. As a result, the expression
for equilibrium entropy production, as described by Eq.~26!, may
yield negative values fors and this violates the second law of
thermodynamics. This suggests that the entropy production under
the effect of the dual-phase-lag model cannot be described by
expressions based on local-equilibrium concepts. On the other
hand, the nonequilibrium expression for entropy production~23!
gives always a positive value for the entropy production.

In the following section we demonstrate different ideas devel-
oped and discussed previously by a simple case study.

Case Study
Consider a semi-infinite medium which is initially at a uniform

temperatureTi . For timest.0 the boundary surface is kept at
constant temperatureTw . Using the dimensionless parameters de-
fined in the Nomenclature, the governing equations are given as

]u

]h
1tq

]2u

]h2 5
]2u

]j2 1tT

]3u

]h]j2 (28)

u~0,j!5
]u

]h
~0,j!50

u~h,0!5uw , u~h,`!→0. (29)

Also, the dual-phase-lag constitutive law in dimensionless form is
written as

Q~h,j!1tq

]Q

]h
~h,j!52

]u

]j
~s,j!2tT

]2u

]h]j
~h,j! (30)

with

Q~0,j!5
]u

]j
~0,j!50 (31)

and the equilibrium and the nonequilibrium entropy production in
dimensionless forms are given as

S~h,j!52
Q

~u11!2

]u

]h
(32)

S* ~h,j!5
Q2

~u11!2 1tT

Q

~u11!2

]2u

]h]j
(33)

and the dimensionless temperature difference between the equilib-
rium and the nonequilibrium temperatures is given as

T2T*

T*
5

Q2

~u11!2 . (34)

Now, using Laplace transformation technique, Eqs.~28!–~31! are
solved foru(h,j), Q(h,j), ]u/]j(h,j), and]2u/]h]j(h,j) to
yield

u~h,j!5L21$w~p,j!% (35)

Q~h,j!5L21H 2F tT

tq
1

S 12
tT

tq
D

11tqp
G ]W

]j
J (36)

]u

]j
5L21H ]W

]j J (37)

]2u

]h]j
5L21H p

]W

]j J (38)

where

W~p,j!5
1

p
e2Ap~11tqp!

11tTp j (39)

]W

]j
~p,j!52A ~11tqp!

p~11tTp!
e2Ap~11tqp!

11tTp j (40)

Equations~35! to ~38! are inverted in terms of Riemann sum
approximation as~@13#!

F~h,j!5
egh

h F1

2
F̄~g,j!1Re(

n51

N

F̄S g1
inp

h
,j D ~21!nG

(41)

where F̄(p,j) is the Laplace transformation ofF(h,j), and for
faster convergence of Eq.~41!, it has been shown thatg may be
obtained from~@13#!

gh54.7. (42)

In Eq. ~41!,F(h,j) stands foru(h,j), Q(h,j), ]u/]j(h,j), and
]2u/]h]j(h,j), andF̄(p,j) stands for Laplace transformation of
u(h,j), Q(h,j), ]u/]j(h,j), and]2u/]h]j(h,j). Expressions
for S(h,j) andS* (h,j) are obtained directly from Eqs.~32! and
Eq. ~33!.

Results and Discussion
Figure 1 shows the spatial distribution of the dimensionless

temperature at different dimensionless times, and Fig. 2 shows the
same spatial distribution for the dimensionless heat fluxQ. Fig-
ures 3 and 4 show the effect of the dimensionless heat flux phase-
lag tq on the spatial distribution of the temperature and the heat
flux for a fixed tq /tT ratio. Due to the fact that (tq /tT),1,
increasingtq makes the differencetT2tq increases. This implies
that the temperature gradient~the effect!occurs at an advanced
time h. This means that increasing the differencetT2tq has the
same effect as increasingh or the same effect as the advancement
in the time domain. Comparing Fig. 3 with Fig. 1 and Fig. 4 with
Fig. 2 verifies this conclusion.

The spatial distribution of the nonequilibrium entropy produc-
tion at different times is shown in Fig. 5. As time proceeds, both
the total and the maximum values of entropy decreases due to the
decrease in heat flux from the boundary to the domain. Also, as
time proceeds, the maximum entropy production occurs at deeper
location within the semi-infinite domain.
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The effect of the dimensionless heat flux phase-lagtq on the
spatial distribution of the nonequilibrium entropy productionS* is
shown in Fig. 6. As we have mentioned previously, increasingtq
under a fixed ratio oftq /tT has the same effect as of increasingh,
and this is clear by comparing Fig. 6 with Fig. 5.

In Fig. 7, the spatial distribution of the entropy production is
evaluated based on the classical equilibrium formula as described
by Eq.~32!. Due to the phase shift betweenu andQ, we may face
situations in which]u/]j andQ have the same sign, i.e., we may
have heat flux in the direction of increasing temperature. Such

situations yield negative values forS as is clear in Fig. 7. This
phenomena violates the second law of thermodynamics and im-
plies that using the equilibrium entropy production formula to
describe the thermal behavior of systems, under the effect of the
dual-phase-lag model, is inadequate.

Figure 8 shows the spatial variation in the dimensionless differ-
ence between equilibrium and nonequilibrium temperatures. It is
clear from this figure that in its worst conditions, this difference
does not exceed 3.5 percent. As a result, neglecting the difference
between equilibrium and nonequilibrium temperatures is a valid

Fig. 1 Spatial distribution of the dimensionless temperature at different dimensionless
times for tqÄ0.01, tTÄ1.0, and uwÄ1.0

Fig. 2 Spatial distribution of the dimensionless heat flux at different dimen-
sionless times for tqÄ0.01, tTÄ1.0, and uwÄ1.0
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assumption. This difference increases as the differencetT2tq , or
the ratiotq /tT , increases. This is a predicted behavior since the
concept of the nonequilibrium behavior in temperature is en-
hanced as the net phase-lag between heat flux and temperature
gradient increases.

The effect of the dimensionless wall temperature on the dimen-
sionless nonequilibrium entropy production is shown in Fig. 9. As
uw increases, the heat flux into the semi-infinite domain increases
and, as a result, the entropy production increases and the maxi-
mum entropy production is shifted towards deeper locations
within the domain.

Figures 10 and 11 show a comparison between the three mod-
els: the Fouriers model, the classical hyperbolic model, and the
dual-phase-lag model. Figure 10 shows this comparison for heat
flux flow, and Fig. 11 shows the comparison for the nonequilib-
rium entropy. For both figures, the comparison is conducted at a
certain instant of time and, hence, the qualitative and quantitative
behavior may change at other times.

Fig. 3 Effect of the dimensionless heat flux phase-lag on the
spatial distribution of the dimensionless temperature for hÄ2,
tq ÕtTÄ0.05 and uwÄ1.0

Fig. 4 Effect of the dimensionless heat flux phase-lag on the
spatial distribution of the dimensionless heat flux for hÄ2,
tq ÕtTÄ0.05 and uwÄ1.0

Fig. 5 Spatial distribution of the dimensionless nonequilibrium entropy
production at different dimensionless times for tqÄ0.01, tTÄ1.0, and uw
Ä1.0

Fig. 6 Effect of the dimensionless heat flux phase-lag on the
spatial distribution of the dimensionless nonequilibrium en-
tropy production for hÄ2, tq ÕtTÄ0.05 and uwÄ1.0
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Fig. 7 Spatial distribution of the dimensionless equilibrium
entropy production for hÄ2, tqÄ2, tTÄ1Ã10À8, and uwÄ1.0

Fig. 8 Effect of the dimensionless phase-lag ratio on the spa-
tial distribution of the dimensionless temperature difference for
hÄ2, tqÄ0.1, and uwÄ1.0

Fig. 9 Effect of the dimensionless wall temperature on the
spatial distribution of the dimensionless nonequilibrium en-
tropy production for hÄ2, tqÄ0.1, and tq ÕtTÄ0.05

Fig. 10 Spatial distribution of the dimensionless heat flux for
the three different models for hÄ2, tÄtTÀtqÄ1, tqÄ1, tTÄ2,
and uwÄ1.0

Fig. 11 Spatial distribution of the dimensionless nonequilib-
rium entropy production for the three different models for h
Ä2, tÄtTÀtqÄ1, tqÄ1, tTÄ2, and uwÄ1.0

Fig. 12 Spatial distribution of the dimensionless heat flux for
hÄ2, tqÄ2, tTÄ1Ã10À8, and uwÄ1.0
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In Figs. 12 and 13, the spatial distribution for the dimensionless
heat flux flow and nonequilibrium entropy is shown, respectively.
These figures show the thermal behavior of the semi-infinite do-
main under the effect of the dual-phase-lag model fortT!tq . As
is clear from these figures, the propagation of heat flux and en-
tropy production behaves in a wavy manner. Also in both figures
there is a sharp jump that defines the wave’s front.

Conclusion
It is shown in this work that the entropy production under the

effect of the dual-phase-lag heat conduction model cannot be de-
scribed by the classical equilibrium formula. Using the classical
formula yields results that violate the thermodynamics second
law. The effect of dual-phase-lags in a temperature gradient and in
heat flux on the spatial and temporal variation in the nonequilib-
rium entropy is investigated. It is shown that as the difference
tT2tq increases, the propagation of the entropy production shifts
from the diffusive type to the wavy type. This is also true for the
effect of tT2tq on the temperature and on the heat flux. Also, it
is shown that for most practical applications involving the dual-
phase-lag model, the nonequilibrium temperature may be replaced
by the equilibrium temperature. A case study is presented to dem-
onstrate these results.

Nomenclature

c 5 specific heat capacity~J/kg.K!
g 5 heating source per unit volume~W//m3!
k 5 thermal conductivity~W/m.K!
p 5 Laplacian domain
q 5 conduction heat flux~W/m2!
Q 5 dimensionless conduction heat flux,qAato/kTi
r 5 spacial vector~m!
s 5 equilibrium entropy~J/K!

s* 5 nonequilibrium entropy~J/K!

S 5 dimensionless equilibrium entropy production,sato /k
S* 5 dimensionless nonequilibrium entropy production,

s* ato /k
t 5 time ~s!

to 5 reference time such ast̄q for copper~s!
T 5 equilibrium temperature~K!

Ti 5 initial temperature~K!
Tw 5 wall temperature~K!
T* 5 nonequilibrium temperature~K!

u 5 specific internal energy~J/kg!
v 5 specific volume~m3/kg!
x 5 axial coordinate~m!

Greek Symbols

a 5 thermal diffusivity ~m2/s!
h 5 dimensionless time,t/to
r 5 density~kg/m3!
s 5 equilibrium entropy production~W/m3.K!

s* 5 nonequilibrium entropy production~W/m3.K!
u 5 dimensionless temperature,T2Ti /Ti

uw 5 dimensionless wall temperature,Tw2Ti /Ti
t 5 dimensionless thermal relaxation time,t̄/to
t̄ 5 thermal relaxation time~s!

tq 5 dimensionless phase-lag in the heat flux vector,t̄q /to
tT 5 dimensionless phase-lag in the temperature gradient,

t̄T /to
t̄q 5 phase-lag in the heat flux vector~s!
t̄T 5 phase-lag in the temperature gradient~s!
j 5 dimensionless axial coordinate,x/Aato
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Film Cooling From Shaped Holes
Local and spatially averaged magnitudes of the adiabatic film cooling effectiveness, the
iso-energetic Stanton number ratio, and film cooling performance parameter are mea-
sured downstream of (i) cylindrical round, simple angle (CYSA) holes, (ii) laterally dif-
fused, simple angle (LDSA) holes, (iii) laterally diffused, compound angle (LDCA) holes,
(iv) forward diffused, simple angle (FDSA) holes, and (v) forward diffused, compound
angle (FDCA) holes. Data are presented for length-to-inlet metering diameter ratio of 3,
blowing ratios from 0.4 to 1.8, momentum flux ratios from 0.17 to 3.5, and density ratios
from 0.9 to 1.4. The LDCA and FDCA arrangements produce higher effectiveness mag-
nitudes over much wider ranges of blowing ratio and momentum flux ratio compared to
the three simple angle configurations tested. All three simple angle hole geometries,
CYSA, FDSA, and LDSA, show increases of spanwise-averaged adiabatic effectiveness as
the density ratio increases from 0.9 to 1.4, which are larger than changes measured
downstream of FDCA and LDCA holes. Iso-energetic Stanton number ratios downstream
of LDCA and FDCA holes (measured with unity density ratios) are generally increased
relative to simple angle geometries for m>1.0 when compared at particular normalized
streamwise locations,x/D, andblowing ratios, m. Even though this contributes to higher
performance parameters and lower protection, overall film cooling performance param-
eter q̇9/q̇o9 variations with x/D and m are qualitatively similar to variations of adiabatic
film cooling effectiveness with x/D and m. Consequently, the best overall protection over
the widest ranges of blowing ratios, momentum flux ratios, and streamwise locations is
provided by LDCA holes, followed by FDCA holes. Such improvements in protection are
partly due to film diffusion from expanded hole shapes, as well as increased lateral
spreading of injectant from compound angles.@S0022-1481~00!02202-7#

Keywords: Engines, Film Cooling, Flow, Heat Transfer, Turbines

Introduction

In recent years, designers and manufacturers of turbine compo-
nents in gas turbine engines have been employing shaped holes
~both with and without compound angle orientations!, which pro-
duce films which provide better thermal protection than round,
cylindrical holes. Such efforts have been undertaken simulta-
neously with only a few experimental and numerical investiga-
tions of shaped film cooling hole performance that are published
in the open literature.

Existing experimental studies consider a variety of film hole
geometries, including conical, diffused holes~@1#!, diffused, trap-
ezoidal shaped holes~@2#!, square holes~@3#! and shaped, inclined
slots~@4#!. Schmidt et al.~@5#! present local and spatially averaged
adiabatic film cooling effectiveness distributions measured down-
stream of three hole geometries withL/D54: ~i! round, simple
angle, ~ii! round, compound angle, and~iii! forward diffused,
compound angle. The two compound angle arrangements give
higher effectiveness magnitudes over a larger range of momentum
flux ratios than the simple angle arrangement. Differences in ef-
fectiveness magnitudes are especially apparent at high momentum
flux ratios andx/D,15, where the forward diffused holes give
the highest effectiveness magnitudes. Sen et al.@6# present local
and spatially averaged iso-energetic Stanton number ratio distri-
butions measured downstream of the same three hole geometries.
The two compound angle arrangements give higher spatially av-
eraged Stanton number ratios at momentum flux ratios from 0 to
4. Overall spatially averaged performance parameters measured
downstream of the three hole geometries are about same for mo-

mentum flux ratios less than about 1.0; however, the best perfor-
mance at higher momentum flux ratios is produced by the forward
diffused, compound angle holes.

Haven and Kurosaka@7# examine film lift-off and present ve-
locity and vorticity distributions downstream of several different
hole shapes. According to these authors, film hole vorticity is the
source of the counterrotating vorticies which form to the sides of
and downstream of ejected film concentrations. Giebert et al.@8#
and Thole et al.@9# describe velocity and turbulence flow field
measurements made downstream of three simple angle hole con-
figurations: round, laterally diffused~or fan shaped!, and forward
laterally diffused~or laid-back fan shaped!. According to the au-
thors, diffusion shaped holes produce less jet penetration, reduced
velocity gradients, and lower turbulence production relative to
round holes.

Gritsch et al.@10# present local and spatially-averaged adiabatic
effectiveness distributions measured downstream of the same hole
geometries investigated by Giebert et al.@8#. The Gritsch et al.
study is unique because high-speed compressible flows are inves-
tigated experimentally with mainstream Mach numbers of 0.3,
0.6, and 1.2, and coolant passage Mach numbers of 0 and 0.6.
With this arrangement, higher effectiveness values are produced
by holes with expanded exits, and higher surface effectiveness
values are generally measured with a freestream Mach number of
1.2 than when the freestream is subsonic. At blowing ratios from
0.25 to 1.75~Gritsch et al.@11#! show that the highest spatially
averaged Stanton number ratios are generally produced by the
round holes, followed by fan shaped holes, and then, by laid-back
fan-shaped holes. The best overall film cooling protection at a
particular blowing ratio is provided by laid-back fan-shaped holes,
followed by fan-shaped holes, and then, by round holes.

Chen et al.@12# compare the performance of conical holes, with
different compound angle orientations, and round, simple angle
holes. The best overall performance in this study is provided by
the conical holes when the compound angle is 0 deg, and the
worst performance is produced when the compound angle is 90
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deg. Berger and Liburdy@13# present distributions of velocity,
streamwise vorticity, and other film cooling characteristics mea-
sured using particle image velocimetry downstream of a single
cylindrical hole, a single laterally diffused hole, and a single for-
ward diffused hole. Different flow structures, different vorticity
distributions, and different injection coverage and distributions
with respect to the test surface are produced which depend upon
the hole geometry and direction of injection relative to the
freestream.

Of the investigations which employ numerical techniques,
Hyams and Leylek@14# examine the behavior of five different
hole geometries with simple angle orientations. Heat transfer co-
efficients, adiabatic film effectiveness values, vorticity distribu-
tions, turbulence levels, and other quantities show that flow char-
acteristics at hole exit planes are affected significantly by film
hole shape. Of the different simple angle geometries examined,
laterally diffused, simple angle holes provide the best coverage
and highest surface effectiveness magnitudes. Laterally diffused,
simple angle holes produce the highest spanwise-averaged iso-
energetic heat transfer coefficients, and forward diffused, simple
angle holes produce the lowest spanwise-averaged coefficients.
Brittingham and Leylek@15# present distributions of surface adia-
batic effectiveness and a number of other quantities downstream
of forward diffused and laterally diffused holes with compound
angle orientations. According to the authors, the existence,
strength, direction of rotation, and locations of the vorticity field
at a hole exit are connected to jet/crossflow shear, as well as the
shear which originates in the film hole. Higher heat transfer coef-
ficients are produced by the laterally diffused holes with com-
pound angle orientations, than by the cylindrical holes with simple
angle orientations at blowing ratios of 1.25 and 1.88, when com-
pared at the samem and x/D. In a later study, McGrath and
Leylek @16# employ computational fluid dynamics to investigate
the flow physics responsible for hot crossflow ingestion into for-
ward diffused film cooling holes with simple and compound angle
orientations. Kohli and Thole@17# numerically investigate the
flow field in a diffused film cooling hole and its supply channel.

Here, measured local and spatially averaged adiabatic film
cooling effectiveness distributions, Stanton number distributions,
and performance parameter distributions are measured down-
stream of five different film hole geometries, including laterally
diffused and forward diffused holes with and without compound
angle orientations. The present study thus provides consistent sets
of data wherein the performance provided by these different
shaped hole geometries can be compared to each other and to the
performance provided by round, simple angle holes. To the best of
the authors’ knowledge, no similar comparisons of experimental
data exist in the literature. The only other existing experimental
studies of shaped holes which present the same types of surface
characteristics~@4–6,10–12#! consider different hole geometries.
There is thus a significant need for experimental data measured
downstream of shaped holes, like that presented in the present
paper, both for the design of gas turbine blade components, as
well as for the further development of more widely applicable
numerical models and prediction schemes.

Experimental Apparatus and Procedures
The present experiment is conducted on a large scale, with low

speeds, flat-plate test sections, and constant property flows to iso-
late the interactions between the film cooling and the boundary
layer, and to allow detailed surface characteristics to be measured.

Wind Tunnel. The wind tunnel is open circuit, subsonic, and
located in the Convective Heat Transfer Laboratory of the Depart-
ment of Mechanical Engineering of the University of Utah. A
centrifugal blower is located at the upstream end, followed by a
diffuser, a header containing a honeycomb and three screens, and
then a 16 to 1 contraction ratio nozzle. The nozzle leads to the test
section which is a rectangular duct 3.05 m long, 0.61 m wide, and
0.305 m high~at the inlet! with a top wall having adjustable

height to permit changes in the streamwise pressure gradient. The
zero-pressure gradient employed here is set to within 0.002 in. of
water differential pressure along the length of the test section
without film cooling. Flow at the test section inlet shows excellent
spatial uniformity and a freestream turbulence level less than 0.1
percent at a freestream velocity of 10 m/s. A 5-mm high, 30-mm
wide trip is placed at the beginning of the test surface to insure
that the boundary layer is fully turbulent.

A schematic of the test section, including the coordinate system
and film injection apparatus, is shown in Fig. 1. The downstream
edge of the injection holes is 1.050 m downstream of the trip, and
surface measurement stations are subsequently located atx/D of
3.87, 8.42, 15.3, 24.4, 36.6, and 42.7. Corresponding freestream
Reynolds numbers Re, based on streamwise distance~from the
trip! and a freestream velocity of 10 m/s, range from 578,000 to
1,100,000.

Film Cooling Injectant System. The air used for the film
first flows through a regulating ball valve, followed by an air filter
and dryer system, a Dwyer rotometer, a diffuser, and finally into
the injection plenum chamber. From the plenum, the injectant air
flows into the film holes, which are installed just upstream of the
test surface employed. The film air is cleaned and dried using a
Wilkerson high capacity dryer with Wilkerson type DRP-85-060
desiccant and two coalescing filters, PSB Industries 74635-25 and
Wilkerson F16-04-FO0B-C97. The regulating valve and rotom-
eter provide means to control the film cooling flow rate, and the
injection chamber provides means to heat the injectant above or
cool the injectant below ambient temperature. The plenum mea-
sures 0.51 m long by 0.51 m wide with a height of 0.38 m. To
achieve density ratios greater than 1.0, liquid nitrogen is used to
cool the film in a heat exchanger manufactured especially for this
purpose by Xchanger Inc.

Adiabatic Film Cooling Effectiveness Measurements. Lo-
cal magnitudes of the adiabatic film cooling effectiveness are de-
duced from measurements of coolant static temperature,
freestream static temperature, and temperatures measured along
an adiabatic test surface. The coolant static temperature is a value
which is spatially averaged over the exit planes of the film cooling
holes. This is determined from measurements of the coolant ple-
num temperature and correlations developed especially for this
purpose. These correlations are based on film air temperatures
measured in separate calibration tests using thermocouples at sev-
eral hole exit plane locations. Surface temperatures are measured
at discrete locations using 150 calibrated Omega, type 5TC-TT-
T-36-72, copper-constantan thermocouples, each consisting of a
36-gage wire with a soldered 2-mm-diameter junction. The adia-
batic surface is constructed of 101.6-mm thick Dow Chemical
Corp. Duramate Styrofoam which has a thermal conductivity of
0.027 W/mK, and a smooth plastic film layer with minimal sur-
face imperfections placed next to the air stream. The thermo-
couples are oriented into six streamwise rows of 25 thermo-
couples in each row, with a spanwise spacing of 8.3 mm from

Fig. 1 Coordinate system and experimental apparatus
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z/D527.5 toz/D51.5. Each thermocouple is installed from the
back of the Styrofoam so that each junction is located about 0.1
mm just beneath the test surface. The upstream edge of the test
surface is located five to eight mm from the downstream edges of
the film cooling holes.

Voltages produced by the thermocouples are measured and ac-
quired using Hewlett-Packard HP44422T thermocouple cards, in-
stalled in an Hewlett-Packard HP3497A data acquisition control-
ler and a Hewlett-Packard HP3498A extender. The data
acquisition system is connected to a Hewlett-Packard model
A2240B type 362 computer used for collection and processing of
data. A Pentium 200 MHz personal computer and the programs
DeltaGraph 4.0, Microsoft Excel ’97, and Microsoft Word 97 are
used for additional processing and plotting of experimental data.
As data are acquired, the injectant is heated using the etched foil
heaters, with power levels controlled using a variac, to give an
average plenum temperature of 50°C. Temperatures as low as
290°C are achieved using the liquid nitrogen heat exchanger sys-
tem. Twenty-fiveh values for each of the six streamwise locations
are averaged to determineh̄ ~@18#!.

Iso-energetic Stanton Number Measurements. The test sur-
face employed for measurements of the iso-energetic Stanton
number utilizes a thin, smooth sheet of 0.2-mm-thick stainless
steel foil located next to the air stream. 126 copper-constantan
thermocouples are located directly beneath the stainless steel foil,
arranged in six streamwise rows of 21 per row, spaced spanwise
12.7 mm apart atz/D55.87 toz/D525.87. Thermocouple wire
leads are embedded in a liner under the stainless steel foil. Data
reduction procedures include corrections for the temperature drop
through the foil and the thermal contact resistance between the
foil and the thermocouples. Directly under the liner is an Electro-
film 2.0 kilowatt model P/N 116473-2 etched foil heater encased
in Kapton, and used to provide a constant heat flux over the sur-

face. Thus, the foil just next to the air stream is not powered. A
1.27-cm sheet of acrylic supports the smooth foil surface, thermo-
couples and foil heater. Beneath the acrylic sheet, 10.16 cm of
polystyrene foam are used to insulate the surface and reduce con-
duction losses. All these layers are enclosed in an acrylic case and
insulated with Halstead black foam insulation to further minimize
conduction losses. The height of the test surface is adjustable to
insure that it is flat and level next to the air stream. The upstream
edge of this test surface is also located five to eight mm from the
downstream edges of the film cooling holes.

For the acquisition of baseline data with no film cooling, injec-
tion holes are plugged and covered with thin plastic tape. These
baseline values show excellent agreement with the correlation for
a fully turbulent, flat plate boundary layer~with unheated starting
length! from Kays and Crawford@19#. When data are acquired
either with or without film cooling, power is supplied and con-
trolled to the foil heater using a Powerstat type 1368 variac so that
the average temperature at the locations of the 126 thermocouples
is 55°C. Determination of convective heat flux magnitudes re-
quires:~i! the measurement of power to this heater,~ii! determi-
nation of gross conduction losses from the test surface, and~iii!
determination of spanwise and streamwise conduction losses and
gains along the steel foil. With this arrangement, an iso-energetic
condition is produced wherein the freestream and injectant flows
are at the same temperature. The same data acquisition and pro-
cessing system described above is used to acquire and process
thermocouple voltages and other measured quantities. Twenty-one
Stf /Sto values for each of the six streamwise locations are aver-
aged to determine St̄f /Sto . Additional details are provided by Bell
@18#.

Experimental Uncertainties. Uncertainty estimates are
based on 95 percent confidence levels and determined following

Fig. 2 Film hole configurations
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procedures described by Kline and McClintock@20# and Moffat
@21#. For each parameter, a range of typical values is given fol-
lowed by the associated uncertainty:h̄50.10– 0.4060.015, ReD
52800– 68006200, x/D53.87– 42.760.20, m50.40– 1.80
60.025, I 50.17– 3.4860.05, uc /u`50.43– 1.9460.02, rc /r`

50.93– 1.4060.005, S̄tf /Sto50.95– 1.4060.06, q̇9/q̇o9
50.40– 1.1060.04, andu51.00–2.0060.01. Theh̄ uncertainty
value includes relatively small contributions from errors which
may exist due to small amounts of streamwise and spanwise con-
duction along the test surface. Magnitudes of St̄f /Sto and q̇9/q̇o9
are corrected for spanwise and streamwise conduction losses and
gains along the steel foil, as indicated above.

Film Cooling Configurations and Experimental Condi-
tions

Five different film hole geometries, shown schematically in Fig.
2, are investigated:~i! cylindrical round, simple angle~CYSA!
holes,~ii! laterally diffused, simple angle~LDSA! holes,~iii! lat-
erally diffused, compound angle~LDCA! holes,~iv! forward dif-
fused, simple angle~FDSA! holes, and~v! forward diffused, com-
pound angle~FDCA! holes. The axis of each hole is oriented at a
35 deg angle from the test surface. Hole entrance~or metering!
diameterD is 2.22 cm in each case, givingL/D53.0, andd/D
51.23 atx/D5210.7 and a freestream velocity of 10 m/s. Ratios
of displacement thickness to hole metering diameter, and momen-
tum thickness to hole diameter at the samex/D andu` are then
0.191, and 0.136, respectively. In each case, the holes are placed
in a single row with spanwise pitch spacing of 3D.

Injectant experimental conditions are summarized in Tables 1
and 2. Injection Reynolds number ReD ranges from 2800 to
12,000, and are thus always high enough to insure that turbulent
flow is present at the injection hole exits. All parameters in Tables
1 and 2 are based on inlet metering areas of the film cooling holes.

Experimental Results

Effects of Hole Configuration on Adiabatic Film Cooling
Effectiveness. Figure 3 shows how spanwise-averaged adiabatic
film cooling effectivenessh̄ varies with normalized streamwise
distance for all five hole configurations: LDSA, LDCA, FDSA,
FDCA, and CYSA. The figure is divided into five parts, corre-
sponding to blowing ratios of 0.4, 0.7, 1.0, 1.3, and 1.8. All data
are given for a density ratiorc /r` of 0.93.

Figure 3 shows that the highest magnitudes ofh̄ are measured
downstream of LDCA holes for blowing ratios of 0.7, 1.0, 1.3,
and 1.8~when compared at the samex/D!. Fairly high magnitudes
of h̄ relative to the other three configurations are also measured
downstream of FDCA holes for several of the blowing ratios
tested. The three simple hole configurations tested, LDSA, FDSA,
and CYSA, show only very small changes of effectiveness mag-
nitudes as the hole configuration is changed at eachx/D and m

Fig. 3 Spanwise-averaged adiabatic film cooling effectiveness
for different blowing ratios and different film hole configura-
tions for rc Õr`Ä0.93

Table 1 Flow conditions for adiabatic effectiveness measure-
ments

m uc /u` l rc /r`

LDSA 0.4 0.43 0.17 0.93
LDSA 0.7 0.75 0.53 0.93
LDSA 0.7 0.58 0.41 1.20
LDSA 0.7 0.54 0.38 1.30
LDSA 1.0 1.08 1.08 0.93
LDSA 1.3 1.40 1.82 0.93
LDSA 1.8 1.94 3.48 0.93
LDCA 0.4 0.43 0.17 0.93
LDCA 0.7 0.75 0.53 0.93
LDCA 0.7 0.52 0.36 1.35
LDCA 1.0 1.08 1.08 0.93
LDCA 1.3 1.40 1.82 0.93
LDCA 1.8 1.94 3.48 0.93
CYSA 0.4 0.43 0.17 0.93
CYSA 0.7 0.75 0.53 0.93
CYSA 0.7 0.56 0.39 1.25
CYSA 0.7 0.50 0.35 1.39
CYSA 1.0 1.08 1.08 0.93
FDSA 0.4 0.43 0.17 0.93
FDSA 0.7 0.75 0.53 0.93
FDSA 0.7 0.58 0.40 1.21
FDSA 0.7 0.53 0.37 1.33
FDSA 1.0 1.08 1.08 0.93
FDSA 1.3 1.40 1.82 0.93
FDSA 1.8 1.94 3.48 0.93
FDCA 0.4 0.43 0.17 0.93
FDCA 0.7 0.75 0.53 0.93
FDCA 0.7 0.58 0.41 1.20
FDCA 0.7 0.52 0.36 1.35
FDCA 1.0 1.08 1.08 0.93
FDCA 1.3 1.40 1.82 0.93
FDCA 1.8 1.94 3.48 0.93

Table 2 Flow conditions for iso-energetic Stanton number
measurements

m uc /u` l rc /r`

LDSA 0.4 0.40 0.16 1.0
LDSA 0.7 0.70 0.49 1.0
LDSA 1.0 1.00 1.00 1.0
LDSA 1.3 1.30 1.69 1.0
LDSA 1.8 1.80 3.24 1.0
LDCA 0.4 0.40 0.16 1.0
LDCA 0.7 0.70 0.49 1.0
LDCA 1.0 1.00 1.00 1.0
LDCA 1.3 1.30 1.69 1.0
LDCA 1.8 1.80 3.24 1.0
CYSA 0.4 0.40 0.16 1.0
CYSA 0.7 0.70 0.49 1.0
CYSA 1.0 1.00 1.00 1.0
FDSA 0.4 0.40 0.16 1.0
FDSA 0.7 0.70 0.49 1.0
FDSA 1.0 1.00 1.00 1.0
FDSA 1.3 1.30 1.69 1.0
FDSA 1.8 1.80 3.24 1.0
FDCA 0.4 0.40 0.16 1.0
FDCA 0.7 0.70 0.49 1.0
FDCA 1.0 1.00 1.00 1.0
FDCA 1.3 1.30 1.69 1.0
FDCA 1.8 1.80 3.24 1.0
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examined. Overall trends are thus consistent with the numerical
predictions of Hyams and Leylek@14# and Brittingham and Ley-
lek @15#. Note that CYSA data are given only form of 0.4, 0.7,
and 1.0 in Fig. 3, and that larger differences between data mea-
sured downstream of CYSA, FDSA, and LDSA holes may be
present at higherm.

In contrast to the present study, Gritsch et al.@10# present local
and spanwise-averaged effectiveness distributions downstream of
LDSA holes ~called fan-shaped holes! which are significantly
higher than values measured downstream of CYSA holes. These
differences from the present study illustrate the importance of
hole shape, especially the amount of diffusion produced by an
individual simple angle hole geometry. The Gritsch et al. fan-
shaped holes have a ratio of hole exit width to inlet metering
diameter of 3.0 and exit-to-entry area ratio of 2.0~from a half-
expansion angle of 14 deg spread over 4D of hole length!. The
ratio of hole exit width to inlet metering diameter, and exit-to-
entry area ratio of the present LDSA holes are 1.48 and 1.64,
respectively~from a half-expansion angle of 12 deg spread over
1.9D of hole length!. Consequently, the LDSA injectant in the
present study is less diffused, and less spread out with higher
mean exit velocities~when compared at the same average film
metering velocity!. Greater jetting and increased injectant penetra-
tion result ~relative to the Gritsch et al. fan hole data! so that
performance characteristics of the present shaped, simple angle
geometries~FDSA, LDSA! are about the same as or only slightly
better than CYSA holes.

Effects of Blowing Ratio and Momentum Flux Ratio on
Adiabatic Film Cooling Effectiveness. Figure 4 givesh̄ as
they vary withm and with I for the five different film hole con-
figurations forx/D58.42. From this figure, it is evident that the
highest effectiveness magnitudes downstream of the two com-
pound angle configurations, LDCA and FDCA, are produced us-
ing blowing ratios from 0.7 to 1.3, and momentum flux ratios
from 0.5 to 1.9. In contrast, the highest effectiveness magnitudes
downstream of the three simple angle configurations, LDSA,
FDSA, and CYSA, are produced using blowing ratios from 0.4 to
0.7, and momentum flux ratios from 0.2 to 0.5. Similar trends are
evident at other lowerx/D. Such changes with blowing ratio evi-
dence different propensities for film lift-off downstream of the
different film hole configurations. The compound angle arrange-
ments are most beneficial in this respect since lift-off generally
occurs at higher momentum flux ratios compared to simple angle
holes. This is partially because of lateral components of injectant
momentum from compound angle holes, which causes the film to
be more spread out in the spanwise direction at locations closer to
the surface as it is advected downstream~@22#!.

Figure 4 thus shows that the besth̄ distributions over the widest
ranges of blowing ratio and momentum flux ratio are produced by

the FDCA and LDCA configurations. This is consistent with the
measurements of Schmidt et al.@5#, who include effectiveness
values downstream of one type of compound angle, shaped hole.
The present results then also show the LDCA holes to be superior
to FDCA holes over a larger range ofm and I since consistently
higherh̄ values are produced atm.0.7, I .0.5, andx/D58.42 in
Fig. 4. This is partially a result of lower exit momentum with
lateral diffusion ~when compared at the same blowing ratio!
which causes less penetration into and interaction with the
freestream. According to Hyams and Leylek@14#, such differ-
ences with film hole geometry are also due to the cross flow
aligned vorticity from film hole shear layers, which governs the
formation of the longitudinal vortices generally located to the
sides of the film concentrations. In some cases, altering the
strengths of these vortices changes film cooling performance
considerably.

Local effectiveness distributions~used to determineh̄ values!
show that the highest localh peaks~at smallx/D! are also pro-
duced by the LDCA holes, which also give better spreading of
injectant along the surface downstream of each hole compared to
the three simple angle arrangements. Good lateral injectant
spreading is also produced by the FDCA holes, which appear to
also give more uniform film coverage than the LDCA holes. Local
h distributions measured downstream of the two compound angle
hole configurations are also generally higher than values measured
downstream of the simple angle hole geometries. Thecombina-
tion of less jet penetration, flow diffusion, and lower velocity
gradients from shaping~@9# for m51.0!, and increased lateral
spreading and greater injectant concentrations near the surface
from compound angles~@22#! thus results in important local and
spatially averaged protection benefits whenm ranges from 0.7 to
1.3.

Effects of Density Ratio on Adiabatic Film Cooling Effec-
tiveness. Spanwise-averaged effectiveness data which illustrate
the influences of density ratio are presented in Fig. 5. All data are
given for the same blowing ratio,m50.7. The figure shows sig-
nificant h̄ changes withrc /r` at eachx/D and m for all three
simple angle hole geometries, CYSA, FDSA, and LDSA. In con-
trast, changes due to variations of the density ratio from 0.93 to
1.3–1.4 are less downstream of the LDCA and FDCA configura-
tions, especially forx/D.8.42. The exact density ratio for each
data set is given in Table 1.

Fig. 4 Spanwise-averaged adiabatic film cooling effectiveness
as dependent upon blowing ratio and momentum flux ratio for
x ÕdÄ8.42 and rc Õr`Ä0.93

Fig. 5 Spanwise-averaged adiabatic film cooling effectiveness
for mÄ0.7 for different film hole configurations and different
density ratios, including comparisons with results from †S‡:
„†5‡…

228 Õ Vol. 122, MAY 2000 Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The small changes to spanwise-averaged effectiveness down-
stream of LDCA and FDCA holes as density ratio ranges from 0.9
to 1.3–1.4 are due to film diffusion from expanded hole shapes,
and increased lateral spreading of injectant. These act to keep
greater injectant concentrations near the surface over a wider
range of momentum flux ratios~compared to CYSA holes!. This
then lessens the influence of decreasing momentum flux ratio,
which occurs as density ratio increases at constant blowing ratio.
As m increases above 1.4, largerh̄ changes withrc /r` are ex-
pected. This is because the influences of density ratio at a particu-
lar blowing ratio are probably more important with shaped, com-
pound angle holes when blowing ratios and momentum flux ratios
reach values where larger amounts of film lift-off begin to take
place.

Effectiveness Comparisons With Other Investigations. As
discussed earlier, there are very few experimental results mea-
sured downstream of shaped film cooling holes which are pub-
lished in the open literature. Consequently, only a couple of com-
parisons with other investigations are possible, and even in these
cases, it is not possible to compare at the exact same flow condi-
tions and geometry. In Fig. 5, compared are:~i! CYSA data for
rc /r`51.4 andm50.7 to CYSA results from Schmidt et al.@5#
for rc /r`51.6 and m50.63, and~ii! FDCA data for rc /r`
51.36 andm50.7 to FDCA results from Schmidt et al.@5# for
rc /r`51.6, m50.63. In both cases, the data from the two
sources are in rough agreement. The differences which exist are
mostly due to differentrc /r` and differentL/D.

The present CYSA data are compared to results from Pedersen
et al. @23# in Fig. 6. The data from the present study are the same
data shown in the bottom portion of Fig. 5. Even though the
blowing ratios are slightly different, spanwise averaged effective-
ness data from both investigations in Fig. 6 are in good agreement
as they increase with density ratio at eachx/D andm. This further
validates the experimental procedures and apparatus employed in
the present study.

Effects of Configuration on Stanton Number Ratios. Fig-
ure 7 shows how spanwise-averaged iso-energetic Stanton number
ratios vary with normalized streamwise distance for all five hole
configurations: LDSA, LDCA, FDSA, FDCA, and CYSA. The
figure is divided into five parts, corresponding to blowing ratios of
0.4, 0.7, 1.0, 1.3, and 1.8. All data are given for a density ratio
rc /r` of 1.0.

Magnitudes of S̄tf /Sto downstream of the film holes are influ-
enced by levels of turbulence and mixing, and thus, by turbulent
transport in the boundary layer. These are then tied to local three-
dimensional velocity gradients, shear, and local turbulence pro-
duction, which can be decreased or increased~relative to no film
cooling values!as injectant from the film holes interfaces with and
interacts with surrounding boundary layer fluid. In Fig. 7, the
simple angle configurations, CYSA, LDSA, and FDSA, consis-
tently produce the lowest St̄f /Sto magnitudes at eachx/D andm
~for m of 1.0, 1.3, and 1.8! because of hole shaping which gives
lower velocity gradients through the film as well as less penetra-

tion of the injectant into the flow. As a result, augmentation of
shear levels is minimal throughout these film cooled boundary
layers even when the blowing ratio is 1.8.

In contrast, boundary layer shear levels and mixing are aug-
mented considerably when the shaped holes are arranged with
compound angle orientations. This occurs as injectant with sig-
nificant spanwise velocity components encounters and interfaces
with fluid in the oncoming boundary layer, which moves in the
streamwise direction with velocities different from the injectant
~@24#!. This generally occurs at locations to the sides of metering
hole centerlines, and is especially influential in augmenting
Stf /Sto magnitudes because of the diffusion produced by the
shaping. S̄tf /Sto trends in Fig. 7 indicate that such effects are most
pronounced for FDCA holes whenm50.7 andm51.0, and for
LDCA holes whenm51.3 andm51.8, since the highest iso-
energetic Stanton number ratios are measured downstream of
these holes at these blowing ratios, when compared at the same
x/D andm.

From Fig. 7, it is also evident that all five hole geometries give
about the same St̄f /Sto magnitudes whenm50.4. When m
50.7, the same qualitative trends are present, except that the
FDCA data are higher than data for the other hole configurations
for almost all of thex/D examined~note that CYSA data are
given only form of 0.4, 0.7, and 1.0!. In some cases~i.e., FDSA
data form50.7!, low speed fluid near the wall reduces turbulence
transport below nonfilm cooled values to give St̄f /Sto magnitudes
less than 1. In addition,~i! in many cases, little S̄tf /Sto variation
with x/D is evident for each value ofm, and~ii! for eachx/D,
S̄tf /Sto values generally increase withm. Trends~i! and ~ii! are
then consistent with measurements presented by Ligrani et al.
@25#.

Figure 7 additionally shows St̄f /Sto which decrease withx/D
for each blowing ratio for the LDCA holes~whenx/D,15225!,
and S̄tf /Sto values which increase withx/D at each blowing ratio
for the FDCA holes~whenx/D,8210!. Such differences result
because of the manner in which injectant is diffused from the
shaped holes, and then interfaces and interacts with fluid in the
surrounding boundary layer. Of particular importance are injectant
velocity distributions at hole exit planes, and streamwise vorticity
contours near hole exits. According to Brittingham and Leylek
@15#, these flow characteristics are significantly different for
FDCA holes and LDCA holes. As a result, regions with the larg-
est velocity gradients and the largest shear are at different posi-
tions in the flow with respect to metering hole centerlines. The

Fig. 6 Comparisons of spanwise-averaged adiabatic film cool-
ing effectiveness distributions for CYSA holes with results
from †P‡: „†23‡…

Fig. 7 Spanwise-averaged iso-energetic Stanton number ra-
tios for different blowing ratios and different hole configura-
tions for rc Õr`Ä1.0
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fluid with the highest mixing and highest turbulence, which is also
the fluid with the highest thermal transport, then advects to differ-
ent x/D locations downstream of the two types of holes.

Stanton Number Comparisons With Other Investigations.
Figure 8 compares spanwise-averaged iso-energetic Stanton num-
ber ratios to CYSA data from Eriksen and Goldstein@26# which,
like the present data, are measured usingrc /r`51. The two data
sets show good trend agreement, with slightly higher magnitudes
for the present data, provided the present data form50.4 andm
51.0 are compared, respectively, tom50.49 andm50.99 data
from Eriksen and Goldstein@26#.

Effects of Configuration and Blowing Ratio on Overall Film
Cooling Performance Parameter. Overall film cooling perfor-
mance at a particular location on a turbine surface is characterized
by q̇9/q̇o9 , the ratio of the heat flux with film cooling to the heat
flux with no film cooling. This quantity is referred to as the over-
all film cooling performance parameter, and lower values indicate
better film cooling protection. The parameter depends upon the
local adiabatic film cooling effectivenessh, iso-energetic Stanton
number ratio Stf /Sto , and nondimensional coolant temperatureu.
As such, the parameter is given by an equation of the form

q̇9/q̇o95~Stf /Sto!@12hu# (1)

whereu typically ranges from 1.2 to 2.0, depending upon turbine
operating conditions. Here, localh and Stf /Sto , measured at the
same blowing ratiom, are used in Eq.~1!. Note that when
rc /r`50.93– 1.0, matching the samem is about the same as
matching the sameI. The results are then averaged overz/D at
eachx/D to determine spanwise-averaged magnitudes ofq̇9/q̇o9 .
As in the work of Sen et al.@6#, the iso-energetic Stanton number
is determined when the coolant and freestream temperatures are
about the same andrc /r`51. Corresponding localh values em-
ployed in Eq.~1! are then for a slightly differentrc /r` of 0.93.

Figure 9 shows how spanwise-averaged film cooling perfor-
mance parameters vary with normalized streamwise distance for
all five hole configurations: LDSA, LDCA, FDSA, FDCA, and
CYSA. The figure is divided into five parts, corresponding to
blowing ratios of 0.4, 0.7, 1.0, 1.3, and 1.8. Note that CYSA data
are given for blowing ratios of only 0.4, 0.7, and 1.0. Magnitudes
of local q̇9/q̇o9 are deduced fromh and Stf /Sto data using Eq.~1!
and au value of 1.75.

From Fig. 9, it is evident that:~i! the lowestq̇9/q̇o9 magnitudes
and best film cooling protection over the widest ranges ofx/D are
generally provided by LDCA holes at blowing ratios of 0.7, 1.0,
1.3, and 1.8,~ii! the highest values ofq̇9/q̇o9 and lowest protection
at eachx/D and m are generally provided by the simple angle
configurations~CYSA, FDSA, LDSA! for blowing ratios of 0.7,
1.0, 1.3, and 1.8,~iii! the differences between the protection pro-
vided by the three simple angle configurations~CYSA, FDSA,
LDSA! are generally small at eachx/D and m, and~iv! all five
hole configurations provide about the same level of protection
when the blowing ratio is 0.4.

From Fig. 9, it is additionally evident that:~i! except for LDSA
and FDSAm<0.7, and LDCA and FDCAm<1.0, q̇9/q̇o9 values
increase withm at eachx/D for each hole configuration,~ii! the
lowestq̇9/q̇o9 values and best protection from the compound angle,
shaped hole arrangements~LDCA, FDCA! are generally produced
at blowing ratios from 0.4 to 1.3~I from 0.16 to 1.69!, and~iii! the
lowest q̇9/q̇o9 values from the three simple angle arrangements
~CYSA, LDSA, FDSA! are present at blowing ratios from 0.4 to
0.7 ~I from 0.16 to 0.49!.

Spatially averaged magnitudes of the net heat flux reduction, or
NHFR, ~determined fromq̇9/q̇o9 values in Fig. 9!are presented in
Fig. 10 as dependent upon momentum flux ratio. This figure
shows that the best spatially averaged protection is provided first
by LDCA holes, then by FDCA holes, since these give NHFR
data which are higher than other data presented at many of the
momentum flux ratios examined. NHFR values measured down-
stream of the three simple angle configurations~FDSA, LDSA,
CYSA! have about the same magnitudes at each momentum flux
ratio.

Figure 10 additionally shows that trends and quantitative mag-
nitudes of the CYSA data from Sen et al.@6# and from the present
study are in fair to very good agreement for the range ofI values
presented. The present FDCA data also agrees very well with the
Sen et al. FDCA data whenI ,0.5. The present FDCA data then
appear to be slightly higher than the Sen et al. data forI near 1.0,
and slightly lower forI .3.0. These differences are due to differ-
ent L/D and differentrc /r` in the two studies, as well as differ-
ent averaging schemes used to determine the NHFR. The Sen
et al. @6# data represent values averaged overx/D from 3

Fig. 8 Comparisons of spanwise-averaged iso-energetic Stan-
ton number ratio distributions for CYSA holes with results from
†E‡: „†26‡…

Fig. 9 Spanwise-averaged overall film cooling performance
parameters for different blowing ratios and different hole con-
figurations for rc Õr`Ä0.93À1.0

Fig. 10 Spatially-averaged magnitudes of net heat flux reduc-
tion „NHFR… at different momentum flux ratios, including com-
parisons with results from †Se‡: „†6‡…
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to 15, whereas the present NHFR data are determined from aver-
ages of spanwise-averagedq̇9/q̇o9 at x/D of 3.87, 8.42, and 15.3.

Summary and Conclusions
Local and spanwise-averaged magnitudes of the adiabatic film

cooling effectiveness, iso-energetic Stanton number ratios, and
film cooling performance parameters are described from measure-
ments downstream of:~i! cylindrical round, simple angle~CYSA!
holes,~ii! laterally diffused, simple angle~LDSA! holes,~iii! lat-
erally diffused, compound angle~LDCA! holes,~iv! forward dif-
fused, simple angle~FDSA! holes, and~v! forward diffused, com-
pound angle~FDCA! holes. Data are presented forL/D53, d/D
51.23,m from 0.4 to 1.8,I from 0.17 to 3.5, andrc /r` from 0.9
to 1.4.

The combination of less jet penetration, flow diffusion, and
lower velocity gradients fromshaping, and increased lateral
spreading and greater injectant concentrations near the surface
from compound angles, results in important local and spatially
averaged protection benefits. This is evidenced by higher magni-
tudes of spanwise-averaged performance, globally averaged per-
formance, and spanwise-averaged effectiveness parameters over
much wider ranges of blowing ratio and momentum flux ratio
downstream of the LDCA and FDCA arrangements compared to
the three simple angle configurations tested. This occurs even
though the highest spanwise-averaged iso-energetic Stanton num-
ber ratios atx/D50 – 20 are also generally measured downstream
of the LDCA and FDCA configurations whenm ranges from 0.7
to 1.8. Of these two compound angle configurations, LDCA holes
give the highest magnitudes of performance and effectiveness at
blowing ratios from 0.7 to 1.8, when compared at the samex/D
and rc /r` . The shaped, compound angle geometries also give
betterlocal protection along the surface downstream of each hole,
and lift-off at higher momentum flux ratios compared to the three
simple angle arrangements.

When compared at the samem, rc /r` , and x/D, spanwise-
averagedperformance differences between the three simple angle
configurations, LDSA, FDSA, and CYSA, are small whenm
ranges from 0.4 to 1.0. Such behavior is different from one other
recent study~i.e., @10#! because of significantly less flow diffusion
through the shaped hole passages used here. This illustrates the
importance of hole shape on the behavior of simple angle film
cooling holes.

All three simple angle hole geometries, CYSA, FDSA, and
LDSA, show significant increases of spanwise-averaged adiabatic
effectiveness as the density ratiorc /r` increases from 0.9 to 1.4
whenm50.7. In contrast, changes due to increasingrc /r` at this
blowing ratio downstream of the LDCA and FDCA configurations
are much smaller. This is because of the action of these two con-
figurations in keeping greater injectant concentrations near the
surface over a wider range of momentum flux ratios. The influ-
ences of decreasing momentum flux ratio~which occurs as density
ratio increases at constant blowing ratio! are thus diminished for
the experimental conditions and hole geometries examined. Dif-
ferent trends are evident when blowing ratio increases at constant
density ratio of 0.93. In this case, all five of the configurations
tested show that protection often diminishes~as q̇9/q̇o9 values in-
crease!with increasingm at eachx/D.
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Nomenclature

c 5 specific heat
D 5 diameter of injection hole at inlet

hf 5 local iso-energetic heat transfer coefficient,q̇9/(Tw
2Taw)

I 5 momentum flux ratio,rcuc
2/r`u`

2

L 5 injection hole length
m 5 blowing ratio,rcuc /r`u`

q̇09 5 surface heat flux with no film cooling
q̇9 5 spanwise-averaged surface heat flux with film cooling

ReD 5 coolant Reynolds number,Duc /n
Re 5 freestream Reynolds number,Xu` /n
Stf 5 local iso-energetic Stanton number,hf /r`u`c
S̄tf 5 spanwise-averaged iso-energetic Stanton number
Sto 5 baseline Stanton number with no film cooling
u` 5 time-averaged freestream velocity
uc 5 time-averaged and spatially averaged injectant veloc-

ity
T 5 temperature
T̄ 5 spanwise-averaged temperature
x 5 streamwise coordinate measured from downstream

edge of film cooling holes
X 5 streamwise coordinate measured from boundary layer

trip
y 5 normal coordinate measured from test surface
z 5 spanwise coordinate measured from spanwise center-

line of test surface

Greek Symbols

h 5 local film cooling effectiveness, (Taw2T`)/(Tc2T`)
h̄ 5 spanwise-averaged film cooling effectiveness, (T̄aw

2T`)/(Tc2T`)
r 5 density
u 5 dimensionless coolant temperature, (Tc2T`)/(Tw

2T`)
d 5 boundary layer thickness
n 5 kinematic viscosity

Subscripts

aw 5 adiabatic wall value
c 5 injectant or coolant value
` 5 freestream value
w 5 wall value
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Modal Effects on the Local Heat
Transfer Characteristics of a
Vibrating Body
This is an experimental investigation of the effects of forced transverse vibrations on the
local heat transfer characteristics of a heated, pinned-pinned beam. In particular, the
response of a cylindrical beam near its first two natural frequencies, corresponding to the
first two vibration modes, is considered. The results show that there is a strong spatial
variation in the local Nusselt number and that these variations are closely related to the
mode shape of the response. Because the heat transfer measurements were taken at the
resonance frequencies, where the structural response was greatest, the measured Nusselt
numbers provide an upper bound for the increased convection due to flexible body vibra-
tions, i.e., in the absence of any rigid-body mode. The possibility of large-amplitude
nonlinear vibrations are discussed (though they were not witnessed experimentally) in a
theoretical framework.@S0022-1481~00!01702-3#

Keywords: Convection, Experimental, Heat Transfer, Vibrating

1 Introduction
Structural/thermal interaction problems are prominent features

in many of todays most challenging and relevant engineering ap-
plications, such as materials processing, manufacturing~cutting,
grinding, etc.!, engine development, and electronic components
design, to name only a few. In all of these applications, the heat
transfer and the mechanical behavior are closely coupled. For ex-
ample, consider a gas turbine engine. The high-temperature envi-
ronment produces thermal stresses in the blades which influence
their dynamic response. The blade vibrations, in turn, increase the
local heat transfer from the blade, changing its temperature pro-
file. From this simple example, it is evident that consideration and
knowledge of this thermal/structural coupling is imperative when
analyzing or designing new components or processes.

While a wide range of thermal/structural problems have been
addressed in the literature~@1–3#!, one particularly relevant prob-
lem in this field concerns the influence of vibrations on the rate of
convective heat transfer from the vibrating body. In particular,
most of these studies have focused on the heat transfer from a
heated, oscillating wire or cylinder submerged in a fluid. It has
been shown that rigid-body oscillations, where the entire structure
oscillates but does not deform, can significantly increase the av-
erage Nusselt number even at low driving frequencies and ampli-
tudes~see@4# and@5#!. This increase in the average Nusselt num-
ber due to vibration is typically more pronounced in the presence
of a mean cross flow~@6–11#!. One common objective in each of
these studies has been to correlate the average Nusselt number to
some vibration Reynolds number—defined in terms of the driving
frequency and amplitude~rather than the response frequency and
amplitude!, as well as the fluid viscosity. In so doing, these studies
ignored the potential for flexible body dynamics to play a signifi-
cant role in the heat transfer. However, it is well established that
flexible bodies subjected to mechanical excitation will experience
resonant oscillations~a dramatic amplitude amplification! as the
excitation frequency approaches one of the structure’s natural fre-
quencies~@12#!. Because an increased vibration amplitude is as-
sociated with increased convection~see the aforementioned refer-
ences!, it is likely that such resonance behavior will influence the
Nusselt number. Similarly, each resonant frequency has an asso-

ciated spatial mode shape~@12#!. These vibration modes should
dictate how the Nusselt number varies spatially along the system;
e.g., at a vibration node, the amplitude is always zero and there
should be no increase in the convection at that point.

The goal of this study is to examine experimentally the influ-
ence of the structural dynamic response on the convective heat
transfer characteristics of a pinned-pinned cylindrical beam which
is heated, submerged in a water bath, and mechanically excited.
The specific objectives of this investigation are~i! to measure
baseline heat transfer coefficients for a stationary, heated beam
submerged in water;~ii! to examine the influence of the excitation
frequency and amplitude on the local Nusselt number and, in the
process, to make a connection between the heat transfer and the
structural response of the beam;~iii! to study the spatial depen-
dence of the heat transfer coefficient for a vibrating beam and
correlate it to the vibration modes; and~iv! to determine an upper
bound for the Nusselt number and to develop ‘‘rules of thumb’’
for how the Nusselt number varies spatially.

2 The Experimental System
Figure 1 shows a schematic of the experimental setup. The

system consists of a hollow cylindrical bar made of AISI Type
304L stainless steel mounted on a frame which rests in a 70 gallon
fish tank filled with water. The cylindrical beam has an outer
diameter of 0.0096 m, an inner diameter of 0.00688 m, and length
0.914 m. A hollow beam was chosen because the reduced cross-
sectional area lowers the area moment of inertia and increases
flexibility. The ends of the bars were sealed so that the cylinder
did not fill with water. Near each end of the beam, through holes
were drilled and plastic bushings were pressed into these holes.
These bushings served two purposes. First, they acted as low-
friction pivot points which closely mimicked the desired pinned-
pinned boundary conditions. Second, they electrically isolated the
frame from the current which was passed through the bar to pro-
duce heating. A steel rod was fit into the bushing to serve as a
cross support for the beam, as shown. The ends of the cross sup-
port rods were wrapped in insulation and clamped to the frame. A
small slot was milled into each end of the beam and a ‘‘pigtail’’ of
braided copper wire was silver soldered into each slot. The
braided wires were sufficiently flexible so as not to hinder the
vibration of the beam but thick enough to allow the required cur-
rent to be delivered. A welding power supply was used to deliver
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the current to the beam. This power supply could produce up to
300 Amps of direct current at a maximum of 8 volts.

Not shown in Fig. 1 are a series of copper pipes which were
connected to a water chiller by rubber tubing. The copper pipes
were placed in the water at the edges of the tank, i.e., approxi-
mately one foot from the beam. Cool water was continuously
forced through these pipes to help maintain a uniform ambient
temperature (T`) of the surrounding fluid during extended testing.

An MB Dynamics Model 50A shaker was used to provide pe-
riodic excitation to the beam. The shaker was driven by an HP
33120a function generator and an MB dynamics ss250vcf power
amplifier. A two-piece stinger was made from a 0.003175-m di-
ameter steel rod and was used to deliver the load from the shaker
to the beam. The upper stinger was connected to the~inverted!
shaker. A PCB 208b force sensor was attached to the other end of
this upper stinger. The other side of the sensor was attached to the
lower stinger. The lower stinger was then screwed into a steel
swivel pin which was embedded in a nylon coupling attached to
the beam. The nonconductive coupling electrically isolated the
shaker and the other electrical components while allowing the
stinger to pivot when the shaker was used at high force levels.
This sensor/stinger configuration allowed for constant monitoring
of the periodic force applied to the beam. The force sensor was
powered by a small power supply and its signal was output to an
HP 3567a dynamic signal analyzer.

The transverse displacement of the beam was measured using a
Schaevitz DC-750-200 linear voltage displacement transducer
~LVDT!. The LVDT was mounted above the beam and the LVDT
shaft ~its ‘‘core’’! was screwed into a nonmagnetic plastic cou-
pling, similar to the one used with the stinger configuration. This
coupling was attached to the beam and electrically isolated the
LVDT and its components. The LVDT was powered by a HP
e3620a DC power supply and its output signal was sent to a data
acquisition board connected to a computer.

The temperature of the beam was measured at seven evenly
spaced locations along its length using 26-gauge T-type thermo-
couples. These thermocouples were attached to the beam using
aluminum tape that could keep the thermocouples attached to the
beam during testing. This approach was used because spot welded
thermocouples regularly broke off when the response amplitude
was large. The aluminum tape method of attachment was tested
against spot welding at both low and high frequencies~away from
any structural resonance where the response may become large!.
The test showed that the aluminum tape and the spot welds ren-
dered almost identical results. In other words, the tape did not
affect the response of the thermocouples. Three additional ther-
mocouples were attached to a stand which was placed 6 cm from
beam. These thermocouples were arranged such that one lay in the
horizontal plane of the beam and the other two were approxi-

mately two centimeters above and below that plane, respectively.
These three thermocouples were used to measure the vertical tem-
perature gradient of the water near the beam in order to obtain a
film temperature to be used asT` in the calculations of the Nus-
selt number. The voltage output from the thermocouples was sent
to a signal conditioning unit~described below!and then to a data
acquisition board attached to a computer.

It should also be noted that the time constant for the thermo-
couples is approximately one second in air, which is much slower
than the structural response of the beam. However, the response of
the thermocouples did not play a substantial role in the measure-
ments for the following reason. During testing, ten seconds of
temperature data would be acquired at a sampling rate of 1 kHz.
All of the time traces showed a small but noticeable temperature
fluctuation, which is attributed to the time response of the thermo-
couple. However, the fluctuation was always much less than the
uncertainty of the thermocouple~61.0°C!. In other words, this
error was buried down in the noise level. This fact, coupled with
the fact that steady-state temperature measurements were desired
~not transients!, the response of the thermocouple did not play a
substantial role.

The data acquisition setup consisted of a data acquisition board
with seven National Instruments~NI! 5B37 isolated, nonlinear-
ized, T-type thermocouple signal conditioners and one NI 5B41
isolated voltage input signal conditioner. The LVDT was con-
nected to the isolated voltage input while the seven thermocouples
on the beam were connected to the thermocouple signal condition-
ers. After each test, the first three thermocouples were discon-
nected from the data acquisition board and the three thermo-
couples mounted on the remote stand, used to measureT` , were
connected. The data acquisition board was attached to a 200-MHz
Pentium Pro PC and sampling was accomplished using a program
developed in LABView. All steady-state temperature measure-
ments were acquired at 1 Hz while the signal from the LVDT was
sampled at 1000 Hz.

3 Heat Transfer Calculations and a Structural Model
The following subsections briefly outline the theoretical back-

ground for this work. It should be pointed out that there is no
detailed description of the fluid mechanics involved even though
the structural vibrations disturb the surrounding fluid, producing a
flow field. However, this fluid motion is localized around the
beam and does not reach into the far field of the fluid bath. As a
result, flow effects are negligible~at least compared to the dra-
matic cross flow effects witnessed by Saxena and Laird@7# and
Anatanarayanan and Ramachandran@8# and not considered here.
Added mass effects and fluid damping effectshave been taken
into account in the structural model.

Fig. 1 A schematic of the experimental setup including the beam, frame, water
tank, shaker, LVDT, and the relevant dimensions
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3.1 Heat Transfer. As discussed previously, a welding
power supply is used to provide a direct current through the cyl-
inder with a maximum current of 300 Amps at 8 volts. The power
delivered to the beam, which is converted to heat, may be ex-
pressed as

q5 i 2R (1)

whereq is the power,i is the current, andR is the resistance of the
beam. Prior to the heat transfer tests, the resistance of the cylinder
was found using a sensitive ohmmeter. During testing, the current
passed through the beam was measured continuously using a
clamp-on ammeter.

At steady state, the heat transfer due to radiation was found to
be negligible in this system and, as such, the only mechanisms for
appreciable heat transfer was conduction within the beam and
convection between the cylinder and the static fluid bath. The
local convection coefficient may be defined~@13#! as

h~x,v!5
q/A

Ts2T`

(2)

wherex is position coordinate along the length of the beam,v is
the excitation frequency,q is the input energy,A5pLdo is the
beams surface area,do is the beams outer diameter.Ts andT` are
the local surface temperature of the beam and the film temperature
of the water, respectively.Ts was measured at seven points along
its length using T-type thermocouples. For these experiments, the
temperature of the fluid at infinity,T` , is defined as the average
of the output from the three remote thermocouples measuring the
vertical temperature gradient approximately 6 cm from the beam.
For each set of experimental data, the heat transfer coefficient was
determined.

The Nusselt number, Nu, is a dimensionless measure of the
temperature gradient at the structure/fluid interface. This provides
a nondimensional framework for considering the convection coef-
ficient h and is defined~@13#! by

Nu5
hdo

kf

(3)

wherekf is the thermal conductivity of the fluid. Because of its
nondimensional form, the Nusselt number is used throughout this
work rather than the dimensional convection coefficienth.

3.2 Structural Model. The vibrating beam considered in
this study may be modeled using nonlinear Euler-Bernoulli beam
theory. The governing equation for transverse motion of the beam
may be developed using Hamilton’s principle~@12#! and leads to

m
]2v

]t2
1c

]v
]t

1EI
]4v

]x4
2

]

]x S Nx

]v
]xD5Fd~x2xo!sin~vt ! (4)

wherev is the transverse deflection,m is the combined mass of
the beam and the added fluid mass per unit length,c is the com-
bined structural and fluid damping per unit length,t is time, E is
Young’s modulus,I is the area moment of inertia,xo is the loca-
tion of the externally applied point loadF, andv is the excitation
frequency.Nx is the axial load imposed on the beam due to~i!
quasi-staticaxial deformation of the beam and~ii! compressive
loads due to the applied thermal field:Nx52EAaT(x)
1(EA/2L)*0

L(]v/]x)2dx, wherea is the thermal expansion co-
efficient andT(x) is the spatially varying temperature rise above
ambient. For a more detailed discussion, see@14#.

This partial differential equation may be transformed to an or-
dinary differential equation by assuming a separable solution of
the form v(x,t)5ai(t)C i(x) and applying Galerkin’s procedure
~@12#!. Because the ends of the beam are simply supported, the
modes of the linear beam are used as spatial expansion functions:
C i(x)5sin(ipx/L). In this study, onlyi 51,2 are considered.
The ordinary differential equation of motion takes the form

mäi1ci1FEIS ip

L D 4

2EAa
2

L S ip

L D 2

C11EAa
2

L S ip

L DC2Gai

1FEA

4 S ip

L D 4Gai
35

2F

L
sinS ipxo

L
D sin~vt ! (5)

where C15*0
LT(x)sin(ipx/L)dx, C25*0

LT8(x)cos(ipx/L)dx,
dots and primes refer to differentiation with respect to time and
space, respectively. This is a nonlinear ODE in the modal coeffi-
cient ai and may be solved using a perturbation method~for
weakly nonlinear motion! or numerical integration. The specific
physical constants~damping, added mass, etc.! for this system
were measured and the results are described in the following sub-
section.

3.3 System Identification. For this study, the cylindrical
beam was made of AISI Type 304L stainless steels. This material
is an austenitic Cr-Ni stainless steel that has better corrosion re-
sistance than most other stainless steel. This added corrosion re-
sistance was beneficial since the beam would be submerged for
extended periods of time. The AISI type 304L stainless steel has
an elastic modulus of 193 GPa and a density of 8.00 g/cm3. The
electrical resistivity of the beam is 0.000072 Ohm-cm at 20°C.

To determine the system damping, the bar was ‘‘plucked’’
while submerged and the time response of the beam, measured
using the LVDT, was recorded. Using the logarithmic decrement
method ~@12#!, the damping ratio was found to bez50.0377.
Since this test was conducted under water, this damping value
captures both the structural damping and any added fluid
damping.

The added mass of the beam was found by multiplying the
added mass of a translating circular cylinder,madded

5rfluidp(d0/2)2, by the appropriate mode shape~@15#!. In other
words, if a first mode vibration is being considered, the added
mass of a cylinder is multiplied byC1(x)5sin(px/L) and inte-
grated over the length of the beam.

Finally, the temperature rise above ambientT(x) used to com-
pute Nx in the structural model is assumed to be of the form:
Ti(x)5To1T1Asin2( ipx/L), for vibrations in theith mode shape
as will be discussed in Section 5.3. The coefficientsT1 andTo are
determined in a least squares sense from the measured tempera-
ture fields.

4 Experimental Procedure
As discussed in the Introduction, there are four primary objec-

tives to this study. They are~i! to measure baseline heat transfer
coefficients for the heated, stationary beam,~ii! to examine how
the excitation frequency and amplitude influence the local Nusselt
number and relate it to the structural response,~iii! to study the
spatial dependence of the Nusselt number of a vibrating, pinned-
pinned beam, and~iv! to determine an upper bound for the Nusselt
number under specified loading conditions. To accomplish these
objectives, the following procedures were developed to obtain the
necessary data.

A series of baseline experiments were performed to determine
the steady-state temperature distribution along the stationary~non-
vibrating!beam for a variety of input current levels. To begin, no
current was passed through the beam and the temperature profile
was recorded. The current was then increased to 50 Amps. After
ten minutes~to allow all thermal transients to decay!, the tempera-
ture profile was again recorded. This procedure was carried out in
25 Amp increments thereafter to a maximum of 225 Amps. This
series of tests provide baseline temperature distributions from
which the stationary Nusselt number, Nus(x), could be computed.

To examine the influence of the excitation frequency~ampli-
tude!, the excitation amplitude~frequency!was fixed and the fre-
quency~amplitude!was set to a low level. The input current level
from the welding power supply was also set to a fixed level of 200
Amps. The temperature distribution along the beam and the am-
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bient fluid temperature were then measured after thermal tran-
sients were allowed to decay. Simultaneously, the structural re-
sponse amplitude of the beam atj5x/L50.6604 was reported at
the same parameter settings using the LVDT. The frequency~am-
plitude!was increased and the temperature distribution and struc-
tural response were again recorded. After this increasing fre-
quency~amplitude!sweep was completed, a reverse sweep was
also undertaken to determine if there were any hysteretic effects.

The frequency sweeps were conducted in two frequency ranges:
~i! 17 Hz,v,40 Hz and~ii! 60 Hz,v,80 Hz. These ranges
were chosen because they captured the first two resonance fre-
quencies of the beam. These resonance frequencies were found
experimentally to be approximatelyv1522 Hz andv2577 Hz.

The spatial dependence of the Nusselt number could be ex-
tracted simply from the frequency~amplitude!sweep experiments
at any given input current level. In addition, based on some physi-
cal interpretation of the structural response and the thermal re-
sponse, upper bounds for the Nusselt number may be inferred
from the measured frequency~amplitude!sweep data.

5 Results

5.1 Uncertainty Analysis. As with all experimental studies,
uncertainties in the measured quantities~temperature, displace-
ment, etc.!are propagated into an uncertainty in the final result. In
order to quantify this final uncertainty in the measurements, an
uncertainty analysis has been carried out for each experimental
data point presented. In all cases, the uncertainty was computed
by the procedure suggested by Moffat@16#. Specifically, for a
dependent variableR which is a function ofj independent vari-
ablesxi , each with uncertaintyUxi

, the uncertainty inR may be
computed by

UR
25S ]R

]x1

Ux1D 2

1S ]R

]x2

Ux2D 2

1•••1S ]R

]xj

Uxj D 2

.

For the specific case of the Nusselt number, the uncertainty is
given by

UNu
2 5F]Nu
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UTsG 2

1F ]Nu
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UT`G 2

1F ]Nu

]do

UdoG 2

1F ]Nu
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UdiG 2

where the partial derivatives are computed by combining Eqs.~1!,
~2!, and~3!. Using such a formula, the propagated uncertaintyUNu
may be calculated easily.

For this study, the individual uncertainties in the measured
quantities,Uxi

, include:Udo
5Udi

561.27531025 m, UT`
5UT

561.0°C, Ui560.5 Amp,ULVDT561.231025 m. The propa-
gated uncertainty has been computed for each result, i.e., for each
data point. Rather than showing these in table form, the uncertain-
ties are shown in each figure in the form of an error bar. Under
certain circumstances, the calculated uncertainties were so small
that the associated error bars were much smaller than the symbols
used to indicate the data points. In such cases, the error bars have
been omitted.

For the results presented, the relative uncertainty in the Nusselt
number ranged from60.11,Nu/Nus,60.34. The larger uncer-
tainties almost always occurred where the Nusselt number was the
greatest and, hence, where the temperature difference withT` was
the smallest. This tended to make the terms]Nu/]T large because
the denominator contained (Ts2T`)2. These situations occurred
at resonance frequencies~in the frequency sweeps! or at the loca-
tion where the deflection was the greatest~for a fixed frequency!.

5.2 Baseline Tests. The results of the baseline tests, with no
structural vibration, are shown in Fig. 2 as a function of location
along the beam for various current levels. At each current level,

the Nusselt number is approximately constant over the entire
length of the beam. At low current levels, the slight spatial varia-
tion may be attributed largely to the accuracy of the thermo-
couples. At higher current levels, material imperfections in the
beam undoubtedly contribute to a nonconstant electrical resistivity
which, coupled with the accuracy limits of the thermocouples,
explain the slight spatial variations in the Nusselt number. The
trend shows that as the current level is increased the level of heat
transfer increases. This is due to the fact that the increased current
~and, hence, the increased heat flux into the beam! causes a
greater temperature difference between the beam and the water
thereby increasing the heat transfer.

5.3 Forcing Frequency and Amplitude Effects. Figure 3
shows the amplitude response of the beam atj50.6604 as a func-
tion of the excitation frequency in the range of 0.7,v/v1,1.8
~with v1522 Hz!. The excitation level isF515 N and the input
current isi 5200 Amps. The circles represent experimental data
points while the solid lines indicate theoretical predictions using
the model developed in Section 3.2. For the theoretical results, a
temperature profile is assumed in order to compute the thermal
stress terms, see Eq.~5!. For this work, the temperature profile for
the first mode has the formT(x)5To1T1sin(px/L). This par-
ticular choice forT(x) is based on the Nusselt number distribution
along the length of the beam, as will be discussed in Section 5.4.

Fig. 2 The Nusselt number as a function of position on the
stationary „nonvibrating … beam. The current levels begin at 0
Amps „coincident with the x-axis…. The next data set is at 50
Amps. Subsequent sets are increased in 25-Amp increments
up to 225 Amps.

Fig. 3 The amplitude response of the beam at jÄx ÕL
Ä0.6604 near the first resonant frequency of the beam with a
forcing amplitude of 15 N. The experimental results are indi-
cated by the data points „s… and the theoretical response,
based on Eq. „5…, is given by the solid line.

236 Õ Vol. 122, MAY 2000 Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



This amplitude response diagram shows the typical response
characteristics associated with a passage through resonance~@12#!.
Specifically, as the excitation frequency is increased from a low
level, the response amplitude gradually increases until a maxi-
mum is achieved atv5v1 . As the frequency is increased further,
the response amplitude decreases. Frequency sweeps were taken
for both increasing and decreasingv. The experiment did not
demonstrate any hysteresis, i.e., there was no noticeable differ-
ence between the increasingv and decreasingv sweeps. There
was a mild hysteresis in the theoretical results. The origin and
meaning of the hysteresis, and its implication for the heat transfer,
will be explored in more depth in Section 6.

Note that no error bars appear in Fig. 3. For each of these
measured amplitudes, the standard error was less than 1/100 of the
nondimensional response amplitude. Since the error bars would be
dwarfed by the symbols~representing the data points!, they were
omitted.

Figure 4 shows the ratio of the dynamic to static Nusselt num-
ber as a function of the excitation frequency in the vicinity of the
first natural frequency of the beam,v1 . This Nusselt number ratio
is one measure of the increased convection from the beam due to
vibrations. The dynamic Nusselt number is computed from the
temperature reading at the midspan thermocouple (j5x/L50.5)
where the beams displacement is largest in the first mode. The
static value is obtained by averaging the values of Nus along the
beam at the given current level, see Fig. 2. The excitation param-
eters correspond exactly to those used in developing Fig. 3. At
low frequencies, the Nusselt number is almost two and a half
times larger than the static case. Clearly, even mild vibrations lead
to a noticeable increase in the rate of heat transfer. As the fre-
quency is increased toward the first natural frequency, the local
Nusselt number is increased by an order of magnitude from the
static case. This substantial increase is attributed to the increased
vibration amplitude associated with resonance, see Fig. 3. As the
frequency is increased past resonance, the Nusselt number de-
creases due to the reduced vibration amplitude, again shown in
Fig. 3. Note that the Nusselt number at resonance is an upper
bound for all Nusselt numbers in this frequency range. Further-
more, because the Nusselt number was computed at the center of
the beam where the deflection is greatest in the first mode, this
‘‘resonant Nusselt number’’ serves as an upper bound both in the
frequencyand spatial domains. In other words, it may be con-
cluded that the ratio of Nu/Nus may not exceed ten anywhere on
the beam at any frequency in the neighborhood of the first reso-
nance.

Figure 5 shows the Nusselt number ratio as a function of exci-
tation frequency in the range of 0.84,v/v2,1.05 ~where v2

577 Hz!, i.e., capturing the second vibration mode. Again, the
excitation force level is held constant atF515 N and the current
level is fixed ati 5200 Amps. For this frequency range, the Nus-
selt number was computed using the thermocouple located atj
5x/L50.2037. This point was chosen because it is close to the
quarter cord which theoretically undergoes the largest deflection
in the second mode and, hence, should experience the greatest
additional heat transfer. This figure shows similar trends to those
found near the first resonant frequency. The Nusselt number ratio
is relatively small in the low frequency range but increase steadily
as resonance is approached atv5v2 . Above the resonant fre-
quency, the Nusselt number decreases. The maximum Nusselt
number ratio of Nu/Nus'6.5 occurs at the resonant frequency at
v/v251. This serves as an upper bound for the Nusselt number
for any point along the beam~since all other points experience
smaller displacements! in the range of frequencies nearv2 .

One important difference between the first and second mode
results should be noted. At resonance in the first mode, the Nus-
selt number is amplified approximately ten times. At resonance in
the second mode, the amplification is approximately six and a half
times. This difference arises from the fact that the maximum de-
flection of the beam~which occurs atj50.5 andj50.25 for the
first and second mode, respectively! is larger in the first mode than
in the second. This occurs because the higher spatial frequency of

Fig. 4 The response of the Nusselt number „relative to the
stationary case … at the center of the beam as a function of ex-
citation frequency near the first resonant frequency of the
beam. Here, FÄ15 N and iÄ200 Amps. A peak clearly occurs
near resonance matching the amplification of the structural re-
sponse seen in Fig. 3.

Fig. 5 The response of the Nusselt number „relative to the
stationary case … near the quarter cord of the beam as a function
of excitation frequency near the second resonant frequency of
the beam. The input force and current are FÄ15 N and iÄ200
Amps, respectively. Again a peak occurs near the second reso-
nance in keeping with the structural response.

Fig. 6 The response of the Nusselt number „relative to the
stationary case … at the center of the beam as a function of the
excitation force. Here, vÄv1 and iÄ200 Amps. As the force
level increases, the amount of convection increases monotoni-
cally.
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the second mode prevents the amplitude from becoming as large
as the first mode. Therefore it is reasonable to expect that
(Nu/Nus)umode 1

max .(Nu/Nus)umode 2
max .

To this point, only the influence of the excitation frequency has
been considered. Alternatively, it is useful to examine the influ-
ence of the excitation force level. Figure 6 shows the Nusselt
number ratio as a function of the forcing amplitude. Here, the
current level is i 5200 Amps and the excitation frequency is
v522 Hz. These results show that the increase in heat transfer is
monotonic with the input force level. This is in stark contrast to
the influence of the excitation frequency which had a nonmono-
tonic effect due to resonance.

5.4 Spatial Effects. Next, consider the spatial variation of
the Nusselt number along the beam as it is being excited in its first
vibration mode. Figure 7 shows the ratio of the dynamic to static
Nusselt number along the length of the beam under a resonant
excitation ofv522 Hz at a load ofF515 lbs and a current ofi
5200 Amps. The spatial variation of the Nusselt number follows
roughly the symmetric, half sine wave, sin~pj!, of the first vibra-
tion mode for a pinned-pinned beam. This strongly suggests that
the increase in the local heat transfer is directly related to local
deflection of the beam. However, if this were absolutely true, the
ratio of Nu/Nus would be equal to one at the ends since the de-
flection is zero. The trend shown in Fig. 7 suggests that at the ends
of the beam the Nusselt number ratio is 2.5,Nu/Nus,3. This
increase in heat transfer—even when there is no deflection—may
be attributed to the local flow field induced by the vigorous oscil-
lations of the beam at resonance. Finally, note that the local heat
transfer in the center of the beam is approximately ten times
greater than the static case as was mentioned in relation to Fig. 4.

Figure 8 shows the spatial variation in the Nusselt number ratio
versus position as the system is excited in its second vibration
mode. This result corresponds to an excitation frequency ofv577
Hz at a load ofF515 lbs and a current ofi 5200 Amps. At first
glance, the spatial variation in the Nusselt number ratio does not
resemble a full sine wave, sin(2pj), corresponding to the second
vibration mode shape. This is explained by the fact that the de-
flection of the beam, whether above or below the straight equilib-
rium configuration, always tends toincreasethe Nusselt number.
Consequently, this result looks more like a rectified full sine
wave:Asin2(2pj). The obvious trends in this figure are that the
peaks of the Nusselt number ratio appear near the quarter cord of
the beam while there is very little increase in heat transfer at the
ends and at the node in the center of the beam. Again, one might
expect there to be no increase in Nu/Nus at the ends or at the
central node since the beam deflection is always zero. The mild

increase in the Nusselt number ratio may be attributed to the vi-
bration induced flow field near the beam, causing increased local
convection.

6 Nonlinear and Hysteretic Effects
It has been demonstrated that the structural response and the

Nusselt number ratio are sensitive functions of the excitation fre-
quency due to resonance effects. This fact is clearly shown in
Figs. 3 and 4. However, this frequency dependence may also be
path dependent~i.e., initial condition dependent!. This is demon-
strated in Fig. 9 which shows the response of the beam model at
j50.6604 for the high excitation amplitude ofF525 N. At low
excitation frequencies, the response amplitude is small. As the
frequency is increased, the response grows along the upper branch
until v/v151.2721. At this frequency the response ‘‘jumps
down’’ to the lower branch as indicated in the figure. Now, con-
sider starting at a high frequency. As the frequency is gradually
reduced, the response grows along the lower branch untilv/v1
51.1846. At this frequency, the response amplitude suddenly
‘‘jumps up’’ to the upper branch. Clearly, the frequency range
1.1846,v/v1,1.2721 constitutes a hysteresis zone where the
response amplitude depends on the path taken. This hysteretic
behavior is common in large amplitude, nonlinear structural vibra-
tions and arises from thehardening springcharacteristics of the
beam.

Because it has been shown that the heat transfer is closely tied
to the response amplitude, it is thoroughly reasonable to suspect
that the Nusselt number ratio will also be multi-valued in this

Fig. 7 The spatial distribution of the Nusselt number „relative
to the stationary case … as the beam is excited at the first reso-
nant frequency: v1Ä22 Hz. The input force and current are F
Ä15 N and iÄ200 Amps, respectively.

Fig. 8 The spatial distribution of the Nusselt number „relative
to the stationary case … as the beam is excited at the second
resonant frequency v2Ä77 Hz. Again, FÄ15 N and iÄ200
Amps.

Fig. 9 The amplitude response diagram for the large-
amplitude nonlinear response of the beam. The response curve
has the typical hardening characteristic „bending to the right …

and shows a region of hysteresis.
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frequency range. Unfortunately, the experimental system devel-
oped for this study was unable to produce such large forces. As a
result, the displacements achieved were restricted to the linear
regime, preventing an experimental verification of this hysteresis
effect. Nonetheless, this result serves as an important cautionary
note; nonlinear and path-dependent effects may be relevant to heat
transfer involving flexible body vibrations.

7 Conclusions
Traditional studies on the convective heat transfer from a vi-

brating body have focused on wires and cylinders undergoing
rigid-body translationsin either a stationary fluid or in a cross
flow. In contrast, this study investigates experimentally the influ-
ence of flexible body vibrations on the convective heat transfer.
Specifically, the vibrations of a pinned-pinned heated beam are
considered. Four subjects related to this problem are addressed
and the following conclusions are drawn:

• Baseline Tests: A series of baseline tests are performed to
determine the static Nusselt number~i.e., no beam vibrations! as a
function of position along the length of the beam. These tests
show that the static Nusselt number is approximately constant
over the length of the beam but increases as the heat flux to the
beam is increased.

• Frequency and Amplitude Dependence: The Nusselt number
is seen to be a sensitive function of excitation frequency. As the
excitation frequency is changed and the system passes through a
structural resonance, the Nusselt number changes in kind. In other
words, the Nusselt number mimics the structural response and,
hence, changes nonmonotonically with the input frequency. Non-
linear and hysteretic effects are also witnessed in a theoretical
framework but are not verified experimentally. Finally, the Nus-
selt number is found to be a monotonic function of the applied
forcing amplitude. As the excitation level increases, the structural
response and the Nusselt number increase.

• Modal Effects: For flexible body vibrations, the Nusselt num-
ber has strong local tendencies, i.e., it is spatially dependent. For
the pinned-pinned beam, it is shown that the spatial dependence of
the Nusselt number roughly follows a rectified sine wave. From
these results, it may be inferred that the spatial dependence of the
Nusselt number foranycontinuous structure will roughly follow a
rectified version of that structures mode shapes.

• Upper and Lower Bounds for the Nusselt Number: The lower
bound is simply the static Nusselt numbers obtained in the base-
line tests. An upper bound for the increase in convection from a
vibrating body may be obtained by considering the flexible body
dynamics and the loading conditions. For a range of operating
conditions, the maximum will always occur near the resonant fre-
quency of the structure, e.g., for a range of input frequencies near
v i , the maximum Nusselt number will occur atv i . Furthermore,
this maximum will always occur at an antinode of theith mode,
i.e., where the vibration amplitude is always the greatest.

These results indicate that flexible body vibrations can signifi-
cantly increase the convective heat transfer from a body. Beyond
simply demonstrating this fact, this work serves to highlighthow
andwhy the Nusselt number is influenced by the structural vibra-
tions for the particular case of a pinned-pinned beam. While these
results are specific to beams with pinned boundaries, they may be
extrapolated to provide a more general understanding of heat
transfer from any vibrating, flexible structure. Specifically, these
results provide a guideline for ‘‘where to look’’ for the maximum
Nusselt number on any structure. This only requires a knowledge
of the input frequencies and the mode shapes; maximums will
occur near resonant frequencies and, spatially, at the antinodes of
the excited mode.
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Nomenclature

A 5 cross-sectional area of the beam~m2!
E 5 elastic modulus~kg/ms2!
F 5 excitation force amplitude~N!
h 5 convection coefficient~W/m2 °C!
i 5 input current~Amps!
I 5 area moment of inertia~m4!

kf 5 thermal conductivity~W/m °C!
L 5 length of the beam~m!
m 5 mass per unit length of the beam~kg/m!

Nu 5 Nusselt number~dimensionless!
Nus 5 Nusselt number of the stationary beam~dimensionless!

q 5 input power~W!
R 5 resistance of the beam~V!
T 5 surface temperature of the beam~the same asTs) ~°C!

T` 5 film temperature~°C!
v 5 displacement of the beam~m!
x 5 spatial coordinate along the beam~m!

xo 5 location of the applied force~m!
a 5 thermal expansion coefficient for the beam~1/°C!
v 5 excitation frequency~Hz!

v i 5 ith natural frequency of the beam~Hz!
j 5 nondimensional axial coordinate (5x/L) ~dimension-

less!
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Identification of Dominant Heat
Transfer Modes Associated With
the Impingement of an Elliptical
Jet Array
The characteristics of the impinging heat transfer of a three-by-three square array of
submerged, elliptic impinging jets was studied. Low Reynolds number conditions, 300 to
1500, are considered for two different elliptic jet aspect ratios, with the impingement
distance ranging from 1 to 6 jet hydraulic diameters. A transient thermochromic liquid
crystal method was used to map the local heat transfer coefficient distribution. The results
are reported for the unit cell under the center jet and detail the mean heat transfer as well
as the characteristics of the spatial variation of the heat transfer coefficient. The average
heat transfer is found to depend inversely on the elliptic jet aspect ratio at these low
Reynolds numbers. Distributions of the heat transfer coefficient, h, are also used to obtain
proper orthogonal decompositions of h which are used to identify major spatially distrib-
uted features.@S0022-1481~00!02102-2#
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Introduction
Impinging jets, both single jets and jet arrays, have been suc-

cessfully and extensively used in mass and heat transport applica-
tions. The flow and geometrical conditions such as Reynolds num-
ber, impingement distance, jet geometry, and jet spacing strongly
influence the heat transfer rate. In addition, large scale structures
have been shown to exist within the flow and have been consid-
ered as a possible mechanism responsible for heat transfer en-
hancement. Arrays of impinging circular jets have been studied to
determine optimal geometric conditions for heat transfer. How-
ever, information for very low Reynolds number jets, which are
often used in electronic cooling, is not available. For larger Rey-
nolds numbers, 2,500 to 4,000,000, Martin@1# has identified op-
timum impingement and jet separation distances. Details of circu-
lar jet array impingement heat transfer were obtained by Goldstein
and Timmers@2# Pan and Webb@3#, and Huber and Viskanta@4#.
These studies show how heat transfer uniformity and overall mag-
nitude is affected by jet spacing at relatively high Reynolds num-
bers. Huber and Viskanta show that as Reynolds number is de-
creased, secondary peaks of the heat transfer coefficient away
from the jet centerline are eliminated. These secondary peaks have
been attributed to fluid acceleration, boundary layer thinning, and
turbulence transition.

Elliptic jets have been studied much less than circular jets, but
it is apparent that they have unique flow characteristics in the
development region of the jet. The instability of the jet shear layer
with a nonuniform distribution of momentum thickness at the jet
exit determines different roll-up locations and vortex pairing
events in the major and minor axes~Husain and Hussain@5#!. The
shear layer spreading differs circumferentially~Ho and Gutmark,
@6#! and the mass entrainment can be as much as three to eight
times larger than circular or planar jets~Lee et al.@7#!. The well-
documented axis switching phenomena that occurs for single el-
liptical jets was also shown by Barker and Liburdy@8# for elliptic
impinging jets and by Arjocu and Liburdy@9# for an elliptic jet
array. The axis switching occurs in the range of three to four jet

hydraulic diameters downstream of the exit. The flow field within
the same three-by-three elliptic jet array used in this heat transfer
study was described by Arjocu and Liburdy@10#.

Circular jet flow structures have been studied using proper or-
thogonal decomposition analysis by Sirovich et al.@11#. They ap-
plied this technique to two-dimensional axisymmetric jet field im-
ages to identify large scale structures. Similarly, in the mixing
layer of an axisymmetric jet, Glauser@12# identified a large-scale
structure that transported 40 percent of the turbulent energy, an-
other 40 percent of the energy was carried by the second and
third-order structures. The flow field in a three-by-three elliptic jet
array similar to that used in this heat transfer study was described
by Arjocu and Liburdy @9,10#. They noted that the three-
dimensional large-scale elliptic structure developed by the central
jet in the array was similar to a single excited elliptic jet~@13#!.
Arjocu and Liburdy @9# evaluated the vorticity field in the im-
pingement region of the jet array by introducing a modified cir-
culation,G* , which is the integrated squared vorticity in the near
wall region of impingement. This measure of the near-wall vor-
ticity field was shown to be strongly Reynolds number dependent
at these low jet Reynolds number flows. In the jet array, increas-
ing the Reynolds number or the impingement distance results in a
large number of shear layer flow structures generated by the in-
teraction of the returning fluid with the jet flow. At large values of
impingement distance the jet sways, where the entire jet column
has a wave-like motion, with an amplitude and frequency depend-
ing on the Reynolds number.

This experimental study focuses on the identification and quan-
tification of the contribution of the large-scale flow structures on
the heat transfer associated with an elliptic jet array impinging on
a constant heat flux surface. Low Reynolds number jets, 300 to
1500, are used with applications to low-pressure-driven cooling
applications. The relationship between the heat transfer distribu-
tion and flow characteristics is considered. Also, dominant modes
associated with the local heat transfer coefficient distribution are
determined using proper orthogonal decomposition.

Experimental Method
This study considers a three-by-three submerged elliptic jet ar-

ray impinging on a flat heated surface. The array is square with a
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pitch of three jet hydraulic diameters. Two different jet major-to-
minor axes aspect ratios~r 52 and 3!were used, with both jets
having a hydraulic diameter ofDh59 mm. The impingement dis-
tance, normalized by the jet hydraulic diameter, was varied from
H51 to 6. The jet exit temperature was kept constant at 20°C. All
studies were carried out in water.

The experimental facility is presented in Fig. 1. The jet plate
and impingement surface were submerged in a constant head wa-
ter tank with a closed flow loop. A water-water heat exchanger
was used to control the jet temperature to within1/20.1°C. The
jet plenum contained a set of screens used to assure uniform pres-
sure at the array of jet exits. All exit velocities were checked with
a miniature pitot tube and were uniform to within1/21 percent.
The impingement surface was adjusted and leveled within the
tank to achieve the desired impingement distance. The jet plenum
and the impingement surface formed a confined flow region for
the jet array.

A transient heating method was used to determine the local heat
transfer coefficient distribution. Below the heater surface a 19-cm-
thick UHMW polymer substrate was used to establish a semi-
infinite solid boundary condition. A one-dimensional conduction
heat transfer model was used to determine the local surface heat
transfer coefficient. The exact solution for the surface temperature
is ~@14#!

~Ts2To!/~q9/h!512exp~h2t/krcp!erfc~hAt/lrcp!. (1)

The one-dimensional model assumption was verified by analyzing
the lateral heat transfer based on the temperature difference be-
tween two points below the heat transfer surface a distance of one
tenth of the substrate thickness. The lateral heat flux was much
less than 0.1 percent of the total heat flux.

Details of the impingement surface and data acquisition system
are presented in Fig. 2. A stainless steel heating foil covered the
substrate with intimate contact provided by a thin layer of high
conductive silicon paste. Two copper bars positioned at each end
of the foil supplied power to create a uniform heat flux surface.
The uniformity of the heat flux was determined using the mea-

Fig. 1 Experimental flow facility

Fig. 2 Heat transfer impingement plate and data acquisition
system
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sured voltage drop across the heating foil. For ten different loca-
tions equally spaced across the foil the standard deviation of the
voltage was less than 0.5 percent. A thin layer of black ink was
applied on the heating foil on which the liquid crystals were air
brushed, layer by layer for a total of three layers. A thin mylar
sheet covered the liquid crystals surface protecting it from pro-
longed water contact.

The liquid crystal was calibrated in place over its operating
temperature range of 25–31°C by heating the foil in 0.1°C incre-
ments while the jet flow was turned off. The surface temperature
was measured during the liquid crystal calibration with four ther-
mocouples positioned just below the heating foil, in the substrate.
For visualization an optical fiber and lens system was mounted
inside the nozzle, as can be seen in Fig. 2. The field of view was
set at approximately 27 mm by 27 mm, using approximately
200 pixels3200 pixels of a three chip CCD camera, surrounding
the central jet. The calibration was done using the three RGB
camera responses versus temperature to compile a look-up table.
Linear interpolation was used between calibration points. Using
all three color responses resulted in a lower uncertainty than using
a hue-based calibration,~Arjocu @15#!. A control circuit activated
a trigger that allowed the synchronization of the frame grabber,
video camera, and heating foil power supply~Fig. 2!. The time for
each image was determined to within60.017 s. A total of 40
images were recorded for each condition, over a period of 26
seconds. The impingement surface heat flux was adjusted based
on the temperature response of the liquid crystal on the heat trans-
fer surface which was nominally 25°C to 30°C.

The surface temperature data were filtered, passing a 3-by-3
Wiener filter over the surface temperature data, with a linear filter
for the corners and edges, for higher accuracy. The temperature
difference between the liquid crystal and substrate surface was
determined to be negligible based on a one-dimensional conduc-
tion model. From the surface temperature distribution, the local
convective heat transfer coefficient was obtained using Eq.~1!.
The uncertainty of the heat flux was the largest contribution to the
overall uncertainty of the local heat transfer coefficient which was
in the range of 9 to 13 percent~for details see Arjocu@15#!.

Lumley @16# introduced the proper orthogonal decompositions
~Karhunen-Loeve procedure! method to turbulence by decompos-
ing the velocity vector components into a set of deterministic
functions,w(t), by maximizing the scalar product (u,w) ~where
u(t) is a square integrable function, and belongs to Hilbert space
and the comma represents a scalar product!. Based on the Kernel
theorem~see Lumley@16#! the analysis reduces to solving the
equation

E R~ t,t8!wn~ t8!dt85lnwn~ t ! (2)

which has an infinite number of proper values,ln , and orthogonal
solutions,wn(t). In this study, a two-dimensional heat transfer
distribution defines the ensemble element with a dependency on
the spatial coordinates,x, y. The proper orthogonal decomposition
basis was obtained solving

E R~x,y,x8,y8,!w~x8,y8!dx8dy85lw~x,y!, (3)

where R(x,y,x8,y8) is the autocorrelation matrix for the heat
transfer coefficient,h, and is given by the expression

R~x,y,x8,y8!5h~x,y!h~x8,y8!5
1

N (
1

N

hn~x,y!hn~x8,y8!,

(4)

and N is the total number of time sequenced images. The time
average, over theN spatial heat transfer coefficient distributions,
of the total ‘‘energy’’ associated with the heat transfer process is

Ē5(
n

ln . (5)

The proper orthogonal decomposition results show that the
structure corresponding to the first mode has the highest contribu-
tion to the heat transfer ‘‘energy,’’ in each of the cases studied.
Note that the zero mode corresponds to the spatial mean of the
heat transfer coefficient. Since the autocorrelation matrix is based
on a spatial correlation of the two-dimensional heat transfer coef-
ficient distribution, the energy of each mode is a measure the
‘‘effectiveness’’ of the jet flow structures in cooling the impinge-
ment plate.

Results and Discussions
The discussion of the heat transfer results is based on the square

unit cell that surrounds the central jet. Results are presented for
the instantaneous heat transfer coefficient distribution, the average
heat transfer coefficient, and the ‘‘energy’’ modes associated with
the spatial distribution of the heat transfer coefficient.

Representative heat transfer coefficient distributions, for Re
5300, H52 and 5, and aspect ratio,r 53 are shown in Fig. 3.
The consequence of the elliptic orifice are clearly evident atH
51 and 2. It should be noted that the variation between the maxi-
mum and minimum values ofh within the unit cell are consistent
with the relative variations measured by Huber and Viskanta@4#
for a circular jet array at much higher Reynolds numbers. How-
ever, the jet spacing used in this study is less than that used by
Huber and Vaskanta and it is expected that this maximum-to-
minimum range is reduced because of the reduced spacing and
also because of the reduced Reynolds numbers. ForH52, the
time-dependent variation ofh is evident by a low-frequency os-
cillation of the peak between one side and the other along the
major axis. The peak is shown on one side of the major axis in
Fig. 3~b!. For an impingement distance ofH53, the adjacent jet
structures tend to move into the central jet unit cell due to signifi-
cant jet swaying~Arjocu and Liburdy @9#!. This intensifies the
interaction with adjacent jets and influences entrainment. The re-
sults show locally increased heat transfer in the corners of the unit
cell. The distribution inside the unit cell becomes closer to a cir-
cular shape. AtH55, Fig. 3~c!, the orientation of the elliptical
shape has rotated 90 deg. This suggests that axis switching of the
central stagnation region structure occurs betweenH53 and 4,
which is consistent with flow visualization studies. AtH55, the
unit cell distribution ofh is very uniform, and the small-scale
amplitude fluctuations have been reduced. The highest heat trans-
fer coefficients occur at the jet stagnation point and also where the
shear layer impinges on the surface. Increasing the impingement
distance further, for this low Reynolds number condition results in
high local heat transfer coefficients under the shear layer of the
return flow, in the corners of the unit cell.

As the Reynolds number is increased to 700 there is still evi-
dence of the bimodal peaks forH51, similar to the lower Rey-
nolds number conditions, shown in Fig. 4~a!. As H increases the
bimodal distribution is lost and there is a lateral swaying along the
minor axis as shown in Fig. 4~b!. This movement is consistent
with the jet swaying found in flow visualization forH53 and
may be a result of pressure oscillations that occur during axis
switching ~Arjocu and Liburdy@10#!.

Shown in Fig. 5 are instantaneous distributions ofh for Re
51500, H51 and r 52, where Figs. 5~a!and 5~b!are for the
same conditions but were taken at two different instants in time.
There is an increased of the small-scale distribution ofh over the
entire unit cell. The small-scale components are observed to be
more prevalent for the higher aspect ratio elliptic jets for the same
Reynolds number. Figures 3 and 4 illustrate that the heat transfer
coefficient distributions are composed of two primary length
scales: the larger scales, which are on the order of the size of the
hydraulic diameter of the jets, and the smaller scales, presumable
a result of flow instabilities. To document this, power spectra were
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determined of the local distributions of the heat transfer coeffi-
cients. Associated peaks in the spectrum were used to identify
dominant spatial frequencies and the inverse of the frequency was
used as an indication of an associated heat transfer length scale.
All spectra showed a dominant peak at a frequency of 0.036
pixels/mm which corresponds to a length scale of 27 mm, which
is approximately the size of the unit cell. This represents the large

scale variation ofh over the span of the unit cell. Details of the
length scale variation with Reynolds number, impingement dis-
tance, and aspect ratio are given in Arjocu@15#. It is found that
there is an intermediate length scale of approximately 4 mm that
corresponds to the scale of large-scale flow structures at the im-
pingement surface for all conditions studied. This corresponds
roughly to one-half of the hydraulic diameter of the jets. Smaller,

Fig. 3 Spatial heat transfer distribution within the central jet unit cell at Re
Ä300 and rÄ3; „a… HÄ1, „b… HÄ2, „c… HÄ5
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Fig. 4 Spatial heat transfer distribution within the central jet unit cell at Re
Ä700 and rÄ3; „a… HÄ1, „b… HÄ3

Fig. 5 Spatial heat transfer distribution within the central jet unit cell at Re
Ä1500 and rÄ2, and HÄ1
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less pronounced, heat transfer and flow length scales were also
found at approximately one-quarter and one-eighth of the hydrau-
lic diameter.

Figure 6 shows the variation of the average heat transfer coef-
ficient versus Reynolds number for all of the impingement dis-
tances and the two jet aspect ratios. At the lower Reynolds num-
bers the higher aspect ratio jets achieve more than 16 percent
higher heat transfer rates. At the higher Reynolds numbers the
lower aspect ratio jets achieve eight percent higher heat transfer.
This result indicates that the lower aspect ratio jets have a in-
creased sensitivity to increasing Reynolds number. This higher
Reynolds number sensitivity of the lower aspect ratio jets suggests
a greater generation of transport producing eddies as the Reynolds
number increases; or conversely, a suppression of the large scale
enhancing transport properties generated by the higher aspect ratio
elliptic jets as the Reynolds number increases. Which if these two
mechanism occur is unclear.

To help explain this further the vorticity in the impingement
region, defined within the surface layer a distance of 0.5Dh from

the wall, was considered by Arjocu and Liburdy@17#. In that
work, a modified circulationG* was defined as the integrated
vorticity in the surface layer based on the square of the vorticity.
The reason the square of the vorticity was used was to character-
ize a surface renewal property regardless of sign. Figure 7 shows
the relationship between the average heat transfer coefficient
within the central jet unit cell and the modified circulation,G* ,
~on a semi-logarithmic scale!, for jet aspect ratios of 2 and 3. The
data are concentrated in two regions of low and highG* which
also correspond to the low and high Reynolds number conditions
between Re5 300 and 1500. The average heat transfer coefficient
almost doubles whenG* increases one order of magnitude. For
lower values ofG* the higher aspect ratio jet results in larger heat
transfer while for larger values ofG* the lower aspect ratio jet
provides higher heat transfer rates. This suggests that lower aspect
ratio jets generate greater heat transfer contributing vorticity as
Reynolds numbers are increased.

To help understand the roles of flow structure on the heat trans-
fer process, proper orthogonal decomposition was applied to the
two-dimensional heat transfer coefficient distributions forH 5 2
and 4. These impingement distances correspond to before and
after the jet experiences axis switching. Results are presented for
Re5300 and Re51500, for jet aspect ratio of 3 and 2, respec-
tively, where these aspect ratios correspond to the greatest heat
transfer rates for the low and high Reynolds numbers, respec-
tively. Results were obtained using both 30 and 40 images in a
time sequence with essentially identical results. This suggests that
a sufficiently long time series was used to obtained the
decomposition.

The variation of the eigenvalues for the first ten modes of each
of the flow conditions shows that beyond ten eigenvalues the en-
ergy drops two orders of magnitude, and the remaining modes
represents less than 0.5 percent of the total energy. Table 1 shows
the energy distribution~in percentages!of the first five modes and
the time-averaged total energy as a function of Reynolds number
and impingement distance. In the last three cases presented in
Table 1, the first two modes have a contribution of nearly 80
percent of the total energy, with the first eigenvalue containing
more than 50 percent. For Re5 1500,H 5 2, andr 52, 85 per-
cent of the energy is concentrated in the first mode. In this case,
because of the high Reynolds number and lowH ~before axis
switching!, the stagnation region flow structure that surrounds the
central jet at impingement is very well defined and stable. Beyond
the critical impingement distance, for Re51500 andH54, where
axis switching has occurred, there is observed increase in the
number of small-scale shear layer structures which increases the
overall the turbulence level~Arjocu and Liburdy@9#!. The proper
orthogonal decomposition analysis illustrates how this effects the
heat transfer ‘‘energy’’ distribution. The energy of the first mode
has dropped to 54 percent of the total with most of the remaining
energy contained within the second mode. However, the third,
fourth, and fifth modes also show an increased energy content.
Therefore, the consequence of increased small-scale flow struc-
tures is to divide the heat transfer process into a larger number of
energy modes with a more uniform distribution of energy content.

Fig. 6 Average heat transfer coefficient versus impingement
distance; „a… rÄ2, „b… rÄ3

Fig. 7 Average heat transfer coefficient versus modified circu-
lation, G*

Table 1 Modal energy distribution of the heat transfer coeffi-
cient

Mode Number
r 52, H52,
Re51500

r 52, H54,
Re51500

r 53, H52,
Re5300

r 53, H54,
Re5300

1 85.85% 54.3% 52.55% 54.47%
2 6.57% 22.57% 28.79% 20.56%
3 2.87% 8.71% 4.87% 7.84%
4 2% 5.53% 4.77% 5.07%
5 1.23% 4% 3.19% 4.05%

total energy,
@W/m2 C#

7.135* 105 2.814* 105 3.626* 105 1.9119* 105
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Figures 8 and 9 show the spatial distribution within the unit cell
of the eigenfunctionuw i u2 for the first and second modes, respec-
tively. Note that the orientations of the major and minor axes of
both of these figures have been reversed compared to previous
figures. The eigenfunctions represents the normalized local energy
distribution associated with the various modes. The spatial distri-
butions in Figs. 8~a!and 8~b!for the first mode at low Reynolds
number, strongly resemble the variation of the heat transfer coef-
ficient within the unit cell, seen in Fig. 3. The distributions show
regions of high energy near the edges of the major axis, where the
flow is accelerated, and a high heat transfer coefficient is induced
in the major plane. The second mode shown in Figs. 9~a! and 9~b!
also demonstrates evidence of the bimodal distribution. The local
distributions for the high Reynolds number case, in Figs. 8 and 9
are characterized by local oscillations of the modal energy, with a
few relative high amplitude peaks for the first two modes. For
H52 these oscillations are seen to be superimposed over the bi-
modal distribution and are more intermittent in nature. This sug-
gests that the average heat transfer coefficient is comprised of
dynamic events that occur at both small and large scales and are
spatially intermittent.

The average heat transfer results were compared to results for
circular jet arrays. There is limited data for the low Reynolds
ranges studied, and none available for elliptic jets. However, re-
sults were compared with the correlation given by Martin@1# for
circular jets over an impingement distance of one to five jet diam-
eters. Martin shows a decrease of Nu with increasing impinge-
ment distance, whereas the elliptic jet data is much less sensitive
to H. Also, the Reynolds number dependence shows a much lower
sensitivity ~a reduced increase of Nu with increasing Re!. When
extrapolating Martin’s correlation to the Reynolds number range
for this study all of the elliptic jet data fall between the extremes
of the predictions by Martin for the full range impingement dis-
tances. See Arjocu@15# for details.

Conclusions
This study evaluates the local heat transfer distribution in the

central unit cell of an array of elliptic impinging jets at relatively
low Reynolds numbers. The spatial distribution consists of two
types of structures:~i! large-scale structures comparable with the
jet hydraulic diameter and~ii! small-scale structures induced pri-

Fig. 8 First-mode proper orthogonal decomposition spatial energy distribution; „a… ReÄ300, HÄ2, rÄ3, „b… ReÄ300, HÄ4, r
Ä3, „c… ReÄ1500, HÄ2, rÄ2, „d… ReÄ1500, HÄ4, rÄ2

Fig. 9 Second-mode proper orthogonal decomposition spatial energy distribu-
tion; „a… ReÄ300, HÄ2, rÄ3, „b… ReÄ300, HÄ4, rÄ3, „c… ReÄ1500, HÄ2, rÄ2, „d…
ReÄ1500, HÄ4, rÄ2
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marily by adjacent jet interaction and shear layer mixing. The
contribution of each of these structures becomes increasingly im-
portant at certain values of Reynolds number, impingement dis-
tance and aspect ratio. The consequences of the global jet array
flow characteristics such as elliptic vortex structure axis switch-
ing, jet column instability, and jet swaying are apparent in the
detailed surface heat transfer coefficient distribution. Quantitative
results of discrete heat transfer modes using proper orthogonal
decomposition analysis support the concept of large flow struc-
tured dominating the heat transfer distribution. As the Reynolds
number is increased higher order modes gain importance suggest-
ing a more broad banded distribution of the heat transfer coeffi-
cient based on a decomposition of its ‘‘energy content.’’

Nomenclature

cp 5 specific heat
Dh 5 hydraulic diameter

E 5 total energy content of all modes
h 5 heat transfer coefficient
H 5 impingement distance divided byDh
k 5 thermal conductivity

Nu 5 Nusselt number,hDh /k
q9 5 surface heat flux

r 5 aspect ratio of elliptic jets, major-to-minor axis
R 5 correlation coefficient

Re 5 Reynolds number,VjDh /n
t 5 time

Ts 5 local surface temperature
To 5 initial surface temperature
Vj 5 average jet exit velocity

Greek Symbols

G* 5 modified circulation, area integral of the vorticity
squared

l 5 eigenvalue
n 5 viscosity
r 5 density
w 5 eigenfunction
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Numerical Simulation of Heat
Transfer in a Transitional
Boundary Layer With Passing
Wakes
Direct numerical simulation (DNS) has been used to investigate heat transfer and provide
thermal statistics in a transitional flow in which turbulent wakes traversing the inlet
periodically are swept downstream across a constant-temperature flat-plate. The same
heat transfer problem was also computed using unsteady Reynolds-averaged Navier-
Stokes (RANS) method with thev2– f turbulence model. During transition, the instanta-
neous Stanton number field exhibits spotlike structure, which in turn results in a strong
streamwise modulation in the phase-averaged Stanton number distribution. At molecular
Prandtl number Pr50.7, the Reynolds analogy factor decreases in the transitional region
but remains nearly constant afterwards. After the completion of transition, mean and
second-order temperature statistics are in good agreement with previous experimental
data from slightly heated turbulent flat-plate boundary layers. Throughout the transitional
and turbulent regions the turbulent Prandtl number increases sharply as the wall is
asymptotically approached. DNS results at a higher wake passing frequency are also
presented to illustrate the effect of freestream turbulence. Unsteady RANS predictions of
the time- and phase-averaged Stanton numbers as well as the enthalpy thickness are in
reasonable agreement with the DNS.@S0022-1481~00!02002-8#

Keywords: Keywords: Heat Transfer, Transitional, Turbines

1 Introduction
Heat transfer over multistage axial turbine and compressor

blades is affected by wakes periodically impinging from upstream
blade rows. This is well known in the turbomachinery community
and has been demonstrated by numerous experiments. Two recent
examples are the measurements of Han, Zhang, and Qu@1# in a
stationary cascade~Fig. 1~a!!, and Blair@2# in a rotating turbine.
Such modification of heat transfer between blade surface and
boundary layer occurs primarily through a bypass transition pro-
cess promoted by turbulence inside the passing wake. It is unclear
to what accuracy an engineering calculation method can predict
the true heat transfer coefficient under these complicated condi-
tions, though one pessimistic estimation was discussed in Macie-
jewski and Moffat@3#.

One prevailing approach adopted by academic researchers to
address this problem, albeit rather tangentially, is through study of
wakes interacting with a flat-plate boundary layer. Orth@4#,
Funazaki@5#, and Funazaki and Koyabu@6# presented experimen-
tal investigations on wake-disturbed transitional boundary layer
on a flat-plate. The wakes were generated by transversely moving
bars upstream of the test plate. Their data confirm that wake pas-
sage induces significant changes of flow and heat transfer in the
transition region.

Here we consider the fundamental heat transfer problem in a
transitional flow in which turbulent wakes traversing the inlet pe-
riodically are swept downstream across a constant-temperature
flat-plate. The associated fluid mechanics problem was studied in
experiments by Liu and Rodi@7#, and in DNS by Wu, Jacobs,
Hunt, and Durbin@8#. A related theoretical analysis was given in
Hunt, Durbin, and Wu@9#. It was shown that near-wall turbulence
carried by the wake decays initially under the effect of viscosity.

Around the streamwise location where the momentum thickness
Reynolds number Reu reaches 220, isolated young turbulent spots
emerge. These young turbulent spots grow out of the remnants of
the upstream decaying inlet wake turbulence through interaction
between the boundary layer and freestream turbulence. Jet-like
perturbations are spawned in the boundary layer. At preferred
spanwise locations they develop rapid, local instabilities, similar
to a forced Kelvin-Helmholtz instability. If the wake frequency is
increased so that the freestream is continually turbulent, then tran-
sition occurs without notable spot formation.

In this paper, we present DNS results of time- and phase-
averaged mean and second-order temperature statistics. Using
these results we provide answers to the following heat transfer
questions: In what manner does the Stanton number depart from
the laminar solution? Does the mean Stanton number over shoot
classical turbulent correlations in wake-induced transition? How
does the Reynolds analogy factor vary in the transitional region?
Does it respond to enhanced freestream wake turbulence? How
does the turbulent Prandtl number transition from laminar to tur-
bulent? The near-wall asymptotic behavior of the turbulent
Prandtl number has been the subject of a major debate since pre-
vious simulations give different answers from experimental mea-
surements~see Kays@10# and references therein!. Our DNS re-
sults agree with the experimental data reviewed by Kays@10#. In
this paper, we also present numerical predictions on the same heat
transfer problem obtained by unsteady RANS with thev2– f tur-
bulence model.

2 Mathematical and Numerical Considerations

2.1 Problem Definition. Consider the heat transfer in an in-
compressible flow over a smooth, slightly heated flat-plate at con-
stant surface temperaturejwall , with upstream wakes passing pe-
riodically ~Fig. 1~b!!. The origin of the coordinate system is at the
leading edge of the plate. The wakes are assumed to be generated
by imaginary circular cylinders positioned in the planex52L
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and moving in the2y-direction atUcyl . The velocity of the flow
far upstream of the cylinder isU ref . Fluid temperature forx,0 is
uniform, j ref , and lower than that of the plate. The cylinders are
equally spaced so that they cut through they50 plane at a speci-
fied passing periodT. The characteristic velocity scale isU ref , the
characteristic length scale isL, the Reynolds number is then Re
5UrefL/n, wheren is the kinematic viscosity of the fluid. As in
Liu and Rodi@7# and Wu et al.@8#, Re51.53105.

2.2 Governing Equations and Notations. In the DNS, en-
ergy conservation is enforced for flow over the flat-plate by solv-
ing the full time-dependent energy-conservation equation at every
time-step after the mass and momentum transport equations have
been solved. We work with the non-dimensional temperaturef
5(j2j ref)/(jwall2j ref). The transport equation forf(x,y,z,t) is

]f

]t
1div~uf!5divS n

Pr
gradf D , (1)

whereu is the velocity vector with Cartesian components (u,v,w)
and Pr the fluid molecular Prandtl number.

In this paper, time-averaging is represented by•̄. Averaging at
a particular phase,tnT

m 5mT1nTT, is denoted bŷ •&, wherem is
any integer, 0<nT<1 is the fraction of the wake passing period.
For example, the phase-averaged mean temperature is evaluated
as

^f&~ tnT!5
1

M (
m51

M

f~ tnT
m !, (2)

where M is the total number of periods within which phase-
averaging is performed. Averaging over the homogeneous span-
wise z-direction is implied in both time-averaging and phase-
averaging. Time-averaged and phase-averaged mean temperatures
are related viaf̄5^f&. Thus the instantaneous temperature can
be decomposed as

Fig. 1 „a… Sketch of turbine rotor wake past a downstream stator passage; „b… definition
of velocity and length scales in the present simulation
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f5^f&~ tnT!1f8~ tnT!5f̄1f̃~ tnT!1f8~ tnT!, (3)

where f̃(tnT)5^f&(tnT)2f̄ is the periodic temperature fluctua-

tion with respect to the time-averaged mean, andf8(tnT! is the
true stochastic turbulence temperature fluctuation. Consequently,
the time-averaged heat flux^ui8f8& can be calculated as

^ui8f8&5E
0

1

^@ui2^ui&~ tnT!#@f2^f&~ tnT!#&dnT . (4)

In the unsteady RANS, energy conservation is enforced by
solving the two-dimensional time-dependent energy-conservation
equation at every time-step after the mass and momentum trans-
port equations have been solved. The transport equation for the
phase-averaged, i.e., ensemble-averaged nondimensional tempera-
ture ^f&(x,y,t) is

]^f&
]t

1div~^u&^f&!5divH S n

Pr
1

n t

Prt
D ^f&J , (5)

wheren t is the turbulent eddy viscosity evaluated using thev2– f
turbulence model~see Parneix, Behnia, and Durbin@11# and Wu
and Durbin@12# for details!, and Prt the turbulent Prandtl number
~50.9!.

2.3 Inflow and Other Boundary Conditions. The compu-
tational domain is defined as 0.1<x/L<3.5, 0.0<y/L<0.8, and
0.0<z/L<0.2. The length 3.5Lis the same as used in the experi-
ments of Liu and Rodi@7#. The height of the computational do-
main 0.8L is equivalent to 11.6d at the exitx53.5L, whered is
the 99 percent boundary layer thickness. The width of the com-
putational domain 0.2L is equivalent to 2.9d at the exit.

Depending upon the passing frequency 1/T, at any given instant
either one single wake or multiple wakes can be found on the
inflow plane. A wake will be found on the computational inflow
plane if its centerline is located within the range fromy5
2b cosa to y50.8L1b cosa, where b is wake halfwidth and
a5tan21uUcylu/U ref is the wake inclination angle~Fig. 1!. The
total number of such wakes at any time is

N5CEILINGS 0.8L12b cosa

uUcy1uT D , (6)

where the function CEILING returns the least integer greater than
or equal to its real argument.

In this paper we considerUcyl,0 ~Fig. 1!. On the inflow plane
at the beginning of each wake passing period (tnT

m 50), let the
origin of the uppermost wake-coordinate system~xwake,150,
ywake,150! start to move downwards fromy50.8L1b cosa. This
indicates that attnT

m 50 the wake starts to enter the top boundary of

the inflow plane. At any subsequent time 0,tnT
m ,T the origin of

the wake-coordinate system will be atycenterline50.8L1b cosa
1tnT

mUcyl . Each point on the inflow plane then has an effective
coordinate with respect to the origin of the wake-coordinate sys-
tem, which isyeff,wake(y)5(y2ycenterline)/cosa.

At the inflow station of the computational domainx50.1L, the
velocity components and temperature were prescribed as

u5ublasius1ublasiusS cosa(
q51

N
ueff,wake ,q2sina(

q51

N
veff,wake,qD

v5vblasius1ublasiusS sina(
q51

N
ueff,wake ,q1cosa(

q51

N
veff,wake,qD

w5(
q51

N
weff,wake,q

f5fblasius (7)

where subscript ‘‘blasius’’ denotes the steady Blasius profile
for a laminar flat-plate boundary layer. The subscript ‘‘eff,
wake,q’’ represents the effective instantaneous velocity compo-
nents in the qth wake coordinate system. The velocities
(ueff,wake,q ,veff,wake,q ,weff,wake,q) are the same as the wake veloci-
ties (uwake,vwake,wwake) illustrated in Fig. 1 ifuyeff,wake,qu<b, and
zero otherwise. The wake velocities were multiplied byublasiusso
they would satisfy no-slip where the wake intersects the plate.

In the DNS the turbulent wake velocities (uwake,vwake,wwake)
appearing in~7! were generated from a separate precomputation
of a temporally decaying, self-similar plane wake~Wu et al.@8#!.
In the unsteady RANS, the wake velocity and turbulence variables
were generated from a separate precomputation of a spatially de-
caying, self-similar plane wake~Wu and Durbin@12#!. The maxi-
mum inlet wake deficit is 14 percentU ref and the wake half-width
is 0.1L.

At the top of the computational domain,v5vblasius, ]u/]y
5]v/]x, ]w/]y5]v/]z andf50 are applied. This is artificial,
but given the substantial distance between the top surface and the
wall, the effect of the top boundary condition on boundary layer
development should be extremely small. At the exit of the com-
putational domain, convective boundary conditions are used.
Mass flux at the inflow plane is constant in time, and corrections
to the velocities at the exit plane are also made to ensure global
mass conservation. Periodic boundary conditions are applied in
the homogeneous, spanwisez-direction,u50 and f51 are ap-
plied on the wall.

2.4 Numerical Method. The numerical scheme for the
DNS is a parallelized version~by Charles D. Pierce at Stanford! of
the method used by Akselvoll and Moin@13#. All spatial deriva-
tives are approximated with a second-order central difference
scheme. A third-order Runge-Kutta scheme is used for terms
treated explicitly and a second-order Crank-Nicholson scheme is
used for terms treated implicitly. The fractional step method is
used to remove the implicit pressure dependence in the momen-
tum equations. We added the temperature solver for this study.

The numerical scheme for the unsteady RANS is the artificial
compressibility method~INS2D! described in Durbin@14#. The
ensemble-averaged momentum and continuity equations are
solved simultaneously, as a coupled system for velocity and pres-
sure. Convective derivatives are approximated by third-order, up-
wind biased flux-splitting and diffusive terms by central differenc-
ing. We also added the temperature solver for this study. Both the
DNS and RANS exactly produced the laminar Blasius velocity
and thermal boundary layer solutions when no wakes are present
at the inlet. Transition is allowed to occur naturally in thev2– f
turbulence model. It is known that models bifurcate naturally be-
tween laminar and turbulent solution branches~Durbin and Lau-
rence@15#!. This is not a numerical artifice; it occurs in steady
one-dimensional channel flow where transition can be computed
as a function of Reynolds number.

2.5 Computational Details. Two inlet wake passing fre-
quencies are simulated:T51.67L/U ref with Pr50.7 for case 1;
andT50.4175L/U ref with Pr50.7 or Pr51.0 for Case 2. In Case
2, at every time-step, the spanwise averaged inlet mean wake
velocities are calculated and subtracted from the real wake veloc-
ity given in ~7!. In Case 1 near-wall distortion of the mean veloc-
ity at the inlet results in a localized favorable pressure gradient.
Eliminating mean wake deficit at the inlet produces shear-free
wakes. Absence of an inlet mean flow distortion in Case 2 results
in a virtually zero streamwise pressure gradient across the com-
putational domain.

DNS results to be presented in Section 3 were obtained on a
102434003128 grid in the streamwise, wall-normal, and span-
wise directions, respectively. In terms of viscous wall units based
on the Case 1 time-averaged friction velocity at the exit,Dx1

524 and Dz1511. At the same location, there are 16 points
distributed along the wall-normal direction belowy159, and 191
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points distributed belowy5d. Adequacy of the spanwise resolu-
tion was checked in Wu et al.@8#. The time-step was fixed to be
0.00167L/U ref for the DNS~1/1000T for Case 1 and 1/250Tfor
Case 2!, which is equivalent to 0.59n/Ut

2 at the exit. The choice of
time-step is primarily constrained by the numerical stability~CFL
number, 1.5!. The flow was allowed to evolve for 20,000 time-
steps; statistics were then collected for another 20,000 time-steps.
Phase-averaging was performed by dividing each pass period into
50 equal subdivisions. The computation was carried out on the
scalable parallel Cray T3E using up to 512 processors. Figure 2
shows the CPU time consumed by each processor when the code
advances one wake passing periodT. It is seen from the figure that
as the number of processors is incrementally increased from 64 to
512, the CPU time used by each processor decreases nearly pro-
portionally, suggesting very good scalability of the code.

Unsteady RANS results for Case 1 were obtained using three
different grids, (2013101), (4013101), and (2013201). The

grid spacing in each direction was varied by a factor of two. The
time-step was fixed to be 0.00835L/U ref ~1/200T for Case 1 and
1/50T for Case 2!. The constraint on the choice of time-step in the
RANS is that it should be small enough to capture the unsteady
nature of the passing wake. These computations were carried out
on an Origin 2000 using a single processor.

3 Results

3.1 Visualization. Pictures of the two boundary layers,
drawn using contours of the instantaneous velocityu over one
randomxy cross section, are shown in Fig. 3. At any instant in
Case 1, there is at most one wake present at the computational
inflow plane~Fig. 3~a!!. Since the passing period is reduced by a
factor of four in Case 2, there are at least three full wakes present
at the computational inflow station for any instant~Fig. 3~b!!.
Passing wake-induced transition is evident in Fig. 3~a! for x
.1.75. Transition occurs much closer to the inlet in Case 2 be-
cause the boundary layer is under stronger freestream perturba-
tion, and also because Case 1 has a mild favorable pressure gra-
dient near the inlet. Figure 3~b! shows the gap between
neighboring wakes decreases with streamwise distance, and for
x.2.0 the freestream turbulence is nearly continuous.

As indicated by~7!, at the inlet velocity varies with time be-
cause of the traversing wake, but the temperature is fixed to be
Blasius. Because the inlet wake is isothermal there are no
freestream temperature fluctuations as the boundary layers de-
velop downstream. Thus temperature can be used to discriminate
the freestream velocity fluctuations due to passing wakes from the
velocity fluctuations inside the boundary layer, though this is not
explored in the present paper. Figure 4 confirms that the two
thermal boundary layers indeed have well-defined boundary layer
edge, unlike their velocity counterparts; there the distinction be-
tween freestream and boundary layer fluctuations is blurred. Fig-
ure 4~a!shows that forx,1.5 the temperature field tends to return
to laminar after the passage of the turbulent wake. Downstream of
this turbulent spots persist behind the wake. Transition is nearly
complete at aboutx52.0. Also evident in the figure is the fact that
the computational domain is sufficiently high compared to the
boundary layer thickness.

Fig. 2 CPU per processor for simulation of one wake passing
period in Case 1

Fig. 3 Instantaneous velocity over a xy -plane; „a… Case 1; „b… Case 2
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Fig. 4 Instantaneous temperature over a xy -plane; „a… Case 1; „b… Case 2 „PrÄ1.0…

Fig. 5 Instantaneous Stanton number over the xz -plane at three consecutive instants in Case 1
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The structure of the heat transfer coefficient field in the transi-
tional region is shown in Fig. 5 using the instantaneous Stanton
number over thexz-plane. The three subfigures are obtained at
three consecutive instantstnT

m 50.5, 0.75 and 1.0, respectively. Af-
ter the completion of transition, i.e.,x.2.0, the instantaneous
Stanton number field remains chaotic at all the time. In the tran-
sitional region Fig. 5~b!shows that a spot-like structure emerges
nearx51.25 with a much larger heat transfer coefficient than that
of its surrounding. After 0.25 passing period, the young spot-like
structure evolves into a large patch in Fig. 5~c!. Further growth of
this structure and its merger with the retreating downstream tur-
bulent region completes a cycle of the thermal boundary layer
transition. This mirrors the spot dynamics seen in the velocity
fields ~Wu et al.@8#!. Note that in Fig. 5 thez-dimension has been
artificially enlarged by a factor of four in order to show the entire
computational domain. This has an effect of spreading the spot
geometry. Figure 6 plots contours of the near-wall instantaneous
temperature fluctuations using the correct aspect ratio. Evident
from the figure are two turbulent spots. These spots are in good
qualitative agreement with the recent liquid crystal experiments of
Kittichaikarn et al.@16# on a moving-bar/flat-plate apparatus. The
present DNS is designed to replicate such bar/plate experimental
configuration. In both the simulation and experiments, the spots
taper in the upstream direction.

3.2 Direct Numerical Simulation „DNS… Statistics. Semi-
logarithmic mean temperature profiles in Case 1 are shown in Fig.
7~a!. After transition our DNS results are in excellent agreement
with the experimental measurements of Blackwell@17#, and the
correlation of Kays and Crawford@18# ~p. 211!. Figure 7~b!gives
velocity and temperature profiles in Case 2 atx52.75. One no-
table change off1 from Case 1 to Case 2 is the reduced wake
parameter in the outer region. In boundary layers subjected to
freestream isotropic grid turbulence, the wake parameter is usu-
ally damped substantially~Simonich and Bradshaw@19#!. Even
though freestream turbulence due to passing wakes and wake/
boundary layer interaction is inhomogeneous, similar damping
still exists in the present flow.

Figure 8~a!shows the rms temperature fluctuationf rms81 in Case
1. The wall boundary condition is such thatf850. After transi-
tion the peak off rms81 at different streamwise locations collapse, in
agreement with Subramanian and Antonia@20# for a slightly
heated flat-plate boundary layer. However, our peak value of 2.6
is higher than 2.0 in their experiment. The ‘‘shoulder’’ in the
turbulent profiles off rms81 is also present in Subramanian and An-
tonia @20#. The profiles off rms81 andurms81 presented in Fig. 8~b!for
Case 2 show that as the boundary layer edge is approached,f rms81

rapidly drops towards zero even though velocity fluctuations per-
sist due to the turbulent passing wake. In Case 2urms8150.55 in the
freestream atx52.75. The time-averaged freestream streamwise
intensity decays from 4.2 percent at the inlet to 2.5 percent atx
52.75. The relatively strong freestream velocity fluctuations are
most evident from Fig. 9 in which the wall-normal intensity from
both cases are shown. Note that the freestream turbulence in Case
1 is not continuous because of reduced passing frequency, even
though its time-averaged freestream streamwise turbulence inten-

sity is about 1.3 percent atx52.75. Streamwise velocity and tem-
perature correlation2^u8f8&1 is shown in Fig. 10 for Case 1.
There is general agreement between DNS and experimental data
2^u8f8&1 in the fully turbulent region. In the transitional region
2^u8f8&1 exhibits noticeable overshoot compared with the fully
turbulent profiles. DNS results on the structure parametera1f are
shown in Fig. 11, together with the measurements of Subramanian
and Antonia@20#. The figure shows that as the flow develops from
laminar to turbulent, the level of temperature-velocity correlation
increases downstream. In the turbulent regiona1f is in reasonable
agreement with the flat-plate experiments of Subramanian and
Antonia @20#.

Fig. 6 Contours of near-wall turbulent temperature fluctuation f8 in Case 1 over
the xz -plane of yÄ7.38Ã10À4

„y¿Ä5.4 at xÄ1.75…

Fig. 7 Time-averaged mean velocity and temperature profiles
in wall units; „a… Case 1 at six different streamwise stations; „b…
Case 2 „PrÄ1.0… at xÄ2.75
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Kays @10# offered a critical review of experimental data on
turbulent Prandtl number for the flat-plate boundary layer. He
noted a major discrepancy between previous DNS calculations
and the experiments. The DNS reviewed by Kays show a peak
value of Prt at abouty1540, whereas all the experiments show no
such peak at all but rather a sharp rise to much higher values as
the wall is asymptotically approached. Kays noted that the three
sets of experiments he reviewed involve two different fluids, two
different laboratories and a time span of 17 years~therefore are
presumably reliable!. In Fig. 12 we present our DNS results of
Prt . It is seen that after transition our DNS agrees with the ex-
perimental data of Blackwell@17# ~as well as the other two sets of
experimental data in Kays@10#!. During transition the profiles of
Prt systematically approach the fully turbulent profile of Black-
well @17#. We are not aware of any experimental Prt data on
passing wake-induced transitional boundary layers. It should be
remarked, however, that the rapid rise near the wall is in the
viscous sublayer, where molecular diffusivity is comparable to
turbulent diffusivity. Prt becomes the ratio of two small numbers
and is quite sensitive to flow conditions.

Simonich and Bradshaw@19# showed that increasing freestream
turbulence causes St to increase faster thanCf . This implies that

Fig. 8 Rms streamwise velocity and temperature fluctuations;
„a… Case 1 at six different streamwise stations; „b… Case 2 „Pr
Ä1.0… at xÄ2.75

Fig. 9 Rms wall-normal velocity fluctuations at xÄ2.75

Fig. 10 Streamwise velocity and temperature correlation
ÀŠu 8f8‹¿ in Case 1

Fig. 11 Structure parameter a1f in Case 1

254 Õ Vol. 122, MAY 2000 Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the Reynolds analogy factor 2St/Cf will increase with enhanced
freestream turbulence. Figure 13 presents DNS results of the Rey-
nolds analogy factor. Two sets of results are shown. Enhanced
freestream turbulence is achieved in this work by reducing the
passing periodT51.67 ~Case 1!to 1.67/4~Case 2!. Both of these
two passing frequencies are typical of those encountered in turbo-
machinery. Following Zhang and Han@21# a wake-passing Strou-
hal number can be defined as

Strouhal5~2pNn/60!d/U ref , (8)

whereN is wake simulator bar rotation speed~rpm!,n the number
of wake simulator bars, andd the bar diameter. The corresponding
wake-passing Strouhal numbers forT51.67 andT51.67/4 are 0.1
and 0.4, respectively~detailed dimensional parameters used for
the estimation can be found in Liu and Rodi@7#!. Zhang and Han
@21# noted that the typical wake-passing Strouhal number in a real
gas turbine engine ranges from 0.1 to 0.5, approximately. Their
own cascade experiments were conducted in the wake-passing
Strouhal number range of 0.0 to 0.9. It is seen from the figure that
after transition nearly constant values of 2St/Cf are attained: They
are about 1.13 for the low frequency caseT51.67 and 1.17 for the
high frequency caseT51.67/4. Therefore increasing passing fre-
quency results in higher Reynolds analogy factor in the turbulent
region. The increase can be attributed to the increase of time-
averaged freestream turbulence intensity. The values of 2St/Cf in
the turbulent region are also in line with the correlation of Simo-
nich and Bradshaw@19#

2St/Cf51.18/~120.098ACf /2!, air only (9)

and the correlation of Kays and Crawford@18#

2St/Cf5Pr20.4. (10)

Nevertheless, it must be pointed out that the normalization veloc-
ity implicitly entering in the Reynolds analogy factor 2St/Cf car-
ries some ambiguity unless the flow is a canonical zero-pressure
gradient flat-plate boundary layer. Such ambiguity certainly ap-
pears in experiments with wakes because of the wake deficit. It is
doubtful, at least in laboratories, that a constant normalization
velocity can be maintained when the freestream is highly per-
turbed and the perturbation level changes. It would therefore be
hardly meaningful to discuss the small variation in 2St/Cf with
different freestream conditions given this level of uncertainty. In
the present work we resolved this ambiguity by fixing the mass
flow rate at the inlet of the computational domain corresponding
to Blasius. The bulk velocity is then 0.998U ref for both cases. We
also discarded the mean wake deficit in theT51.67/4 case; i.e.,
the inlet wake only contains turbulence fluctuations with zero
mean. Thus our Reynolds analogy factor 2St/Cf is free of the
normalization ambiguity.

3.3 Unsteady Reynolds-Averaged Navier-Stokes„RANS…
Results. Time-averaged mean enthalpy thicknessdh is shown in
Fig. 14. DNS results showdh starts to deviate markedly from the
laminar integral solution~Kays and Crawford@18#, p. 146! at
about x50.75 ~x can be easily converted to Rex by noting ReL
51.53105, Section 2.1!. By the exit the turbulent thermal bound-
ary layer has an enthalpy thickness about twice as large the local
laminar solution. Thus there is a substantial variation in the level
of dh as the boundary layer transitions from laminar to turbulent.
Also presented in the figure are three sets of the unsteady RANS
predictions. It is seen that the unsteady RANS with thev2– f
model yields good predictions of the enthalpy thicknessdh for the
present wake-induced transitional thermal boundary layer.

Time-averaged mean Stanton numbers are shown in Fig. 15.
Similar to the enthalpy thickness distribution, the mean Stanton
number obtained from the DNS departs from the laminar Blasius
solution~Kays and Crawford@18#, p. 138! at aboutx50.75, indi-
cating onset of the thermal boundary layer transition. After the
completion of transition, 2St Pr2/3 still exhibits an overshoot com-
pared to the turbulent correlation~Kays and Crawford@18#, p.

Fig. 12 Turbulent Prandtl number; „a… Case 1 at six different
streamwise stations; „b… Case 2 „PrÄ1.0… at two streamwise
stations

Fig. 13 Reynolds analogy factor
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213!. This overshoot is consistent with experiments on freestream
turbulence effects on turbulence boundary layers: one percent of
freestream turbulence intensity increases St by about five percent
~Simonich and Bradshaw@19#!. The 1.3 percent freestream turbu-
lence intensity in Case 1 should increase St by about seven
percent.

The second set of the Case 1 results presented in Fig. 15 was
indirectly evaluated using the streamwise derivative ofdh ~see
Kays and Crawford@18#, pp. 56!. In general the two sets of results
are in good agreement with each other. Figure 15 also shows that
the unsteady RANS gives a good prediction of the transition lo-
cation for the present thermal boundary layer. After the comple-
tion of transition, RANS predictions of the mean Stanton number
fall on the turbulent correlation of Kays and Crawford without an
overshoot. Thus the model is inadequately sensitive to freestream
turbulence. The maximum error in the unsteady RANS prediction
compared with DNS is about220 percent found at aboutx
52.2. Increasing the grid points in the wall-normal direction by a
factor of two does not change the RANS prediction of the mean
Stanton number. Refining the streamwise resolution by a factor of
two does not alter the predicted mean Stanton number in the lami-
nar region (x,0.75) and beyondx52.75. Within the transitional
region RANS predictions of the heat transfer coefficient exhibit a
slight dependence on the streamwise resolution.

Case 2 data, included in Fig. 15, show that transition takes
place near the inlet under the elevated level of external distur-
bance. Earlier transition results in a thicker boundary layer near
the exit, as is evident in Fig. 4. The level of St is the same for both
cases whenx.2, but Case 2 has a higher Reynolds analogy factor
~Fig. 13! indicating thatCf is lower than Case 1. At first this
seems an odd effect: Usually St is substantially increased by
freestream turbulence, whileCf is much less affected. However,
Case 2 has a higher Reynolds number~based on boundary layer
thickness!than Case 1 at these locations, so actually it has a
higher St for a given Reynolds number. In aggregate, these obser-
vations are not inconsistent with the known disproportionate ef-
fect of external disturbances on heat transfer; the transition loca-
tion alters the entire downstream evolution as a function ofx.

DNS results on mean Stanton number^St& at various phase
angles are shown in Fig. 16~a!. Consistent with the growth of the
spot-like structure discussed in Fig. 5,^St& exhibits strong stream-
wise modulation in the transitional region. Remnants of such
modulation are still visible in the downstream turbulent region.
This is because of the advection of a turbulent strip developed
from the mature turbulent spot. These advecting turbulent strips in
the region after the wake-induced transition may explain the per-
sistent overshoot of time-averaged mean Stanton number above
the conventional correlation. Unsteady RANS predictions of the
phase-averaged mean Stanton number are given in Fig. 16~b!.

4 Summary
We have used DNS with a grid of (102434003128) to per-

form a numerical experiment on a wake-induced transitional ther-
mal boundary layer. We observed spot-like structures in the in-

Fig. 14 Time-averaged mean enthalpy thickness in Case 1

Fig. 15 Time-averaged mean Stanton number St

Fig. 16 Phase-averaged mean Stanton number ŠSt‹ in Case 1

256 Õ Vol. 122, MAY 2000 Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



stantaneous Stanton number field within the transitional region.
Periodic transition of the thermal layer from laminar to turbulent
is characterized by the evolution of such structure. Our DNS heat
spots are in good qualitative agreement with the recent thermo-
chromic liquid crystal experiments of Kittichaikarn et al.@16#,
obtained from a moving-bar/flat-plate configuration. Phase-
averaged mean Stanton number exhibits strong streamwise modu-
lation before transition. After transition the mean Stanton number
overshoots existing turbulent correlations for heated flat-plate
boundary layer, possibly because of the advection of the spot- or
strip-like structures~containing higher heat transfer coefficient!
from the upstream transitional region. The effect of streamwise
resolution on overshoot after transition in the turbulent region
cannot be entirely ruled out. At Pr50.7, the Reynolds analogy
factor is found to decrease in the transitional region, attaining
nearly constant value after transition is completed. Reducing the
wake passing period increases the Reynolds analogy factor in the
turbulent region. Our DNS results of the turbulent Prandtl number
are in good agreement with the experimental data reviewed by
Kays @10#, showing a sharp rise as the wall is approached. Other
mean and second-order temperature statistics are also in good
agreement with previous experiments. We also compared our un-
steady RANS predictions of the same heat transfer problem to the
DNS.
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Nomenclature

a1f 5 structural parameter̂f8v8&/$f rms8 (2^u8v8&)1/2%
b 5 inlet wake half-width
L 5 characteristic length scale

m, M 5 number of periods
nT 5 fraction of wake passing period
q 5 wall heat flux2k(]f/]y)wall

Pr 5 molecular Prandtl numbermc/k
Prt 5 turbulent Prandtl number

(^u8v8&]f̄/]y)/(^f8v8&]ū/]y)
Re 5 U refL/n

Reu 5 momentum thickness Reynolds number
St 5 Stanton numberq/rcpU ref(fwall2f ref)

t 5 time
tnT
m

5 phase
u, v, w 5 instantaneous Cartesian velocity components
^u8v8& 5 turbulent shear stress

2^u8f8& 5 temperature and streamwise velocity correlation
Strouhal 5 wake passing Strouhal number, as in~8!

U ref 5 characteristic velocity scale
Ucyl 5 cylinder velocity, inlet wake traversing velocity
Ut 5 friction velocity (twall /r)1/2

a 5 wake angle tan21 Ucyl /U ref
j 5 temperature
f 5 nondimensional temperature (j2j ref)/(jwall2j ref)

ft 5 friction temperatureq/(rcp)/Ut

f̄1 5 nondimensional mean temperature in wall units (1
2f̄)/ft

n,n t 5 molecular and turbulent eddy viscosity
T 5 wake passing period

dh 5 enthalpy thickness*0
`ūf̄dy

Dx,Dy,Dz5 grid spacings

Subscripts

blasius 5 laminar Blasius solution
ref 5 upstream reference value

wake 5 in wake coordinate system
wall 5 surface value

eff, wake 5 effective components in wake coordinate system

Superscripts

1 5 normalized by friction velocity or friction tem-
perature

2 5 time-averaging

Other Symbols

^ & 5 phase-averaging
•̃ 5 periodic fluctuation
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Influence of Inflow Disturbances
on Stagnation-Region Heat
Transfer
Numerical simulations of laminar stagnation-region heat transfer in the presence of
freestream disturbances are performed. The sensitivity of heat transfer in stagnation-
region to freestream vorticity is scrutinized by varying the length scale, amplitude, and
Reynolds number. As an organized inflow disturbance, a spanwise sinusoidal variation is
superimposed on the velocity component normal to the wall. An accurate numerical
scheme is employed to integrate the compressible Navier-Stokes equations and energy
equation. The main emphasis is placed on the length scale of laminar inflow disturbances,
which maximizes the heat transfer enhancement. Computational results are presented to
disclose the detailed behavior of streamwise vortices. Three regimes of the behavior are
found depending on the length scale: these are the ‘‘damping,’’ ‘‘attached amplifying,’’
and ‘‘detached amplifying’’ regimes, respectively. The simulation data are analyzed with
an experimental correlation. It is found that the present laminar results follow a general
trend of the correlation.@S0022-1481~00!01102-6#

Keywords: Computational, Enhancement, Heat Transfer, Impingement, Laminar

Introduction
Heat transfer to a stagnation region is important in many engi-

neering applications. The heat transfer around a turbine blade is a
good example among others, where the combustor exit tempera-
ture often exceeds the melting point of superalloy turbine blade
materials~Yeh et al.@1# and Van Fossen et al.@2#!. The highest
heat transfer rate on the turbine blade usually occurs at the stag-
nation point. Thus, an accurate prediction of flow and attendant
heat transfer in the stagnation region is of significant importance.

It is known that stagnation-region heat transfer augmentation in
the presence of laminar freestream disturbances is caused by the
amplification of streamwise vorticity. The streamwise vorticity,
which is imposed at the inflow boundary, is convected into the
stagnation region, and is amplified by the stretching due to the
mean flow~Sutera@3# and Sadeh et al.@4#!. A literature survey
reveals that there have been many studies on the stagnation-region
heat transfer in the presence of laminar freestream disturbances.
The sensitivity of heat transfer in the stagnation-region boundary
layer to freestream vorticity was studied by Sutera et al.@5#. They
proposed a mathematical model to study the vorticity amplifica-
tion due to the stretching of streamwise vortices in the diverging
stagnation-region flow. Rigby et al.@6# imposed numerically a
spanwise variation in the laminar freestream to a flow over an
elliptical leading edge, and found the increase of wall heat transfer
by as much as 25 percent. Hanford et al.@7# investigated the en-
hancement of wall heat transfer in a flow over a circular cylinder
by imposing a pulsation of the incoming velocity and the oscilla-
tion of streamlines.

Since often freestream turbulence may contain quasi-organized
large-scale structures, it is helpful to study the similarity between
heat transfer enhancement in the presence of laminar inflow dis-
turbances and that with the freestream turbulence. Many experi-
ments have been performed to find the influence of turbulence
parameters on stagnation-region heat transfer~Kestin @8#, Kestin
et al. @9#, Van Fossen et al.@10#, Ames et al.@11#, Yeh et al.@1#,

Ames @12#, and Van Fossen et al.@2#!. A perusal of relevant lit-
erature reveals that the available published data for the length-
scale dependence have been inconclusive. Some investigators re-
ported that heat transfer enhancement increases as the length scale
increases~Sutera@3# and Sadeh et al.@4#!, while reduction of heat
transfer enhancement was also noted by some investigators~Van
Fossen et al.@10# and Ames et al.@11#! with increasing the length
scale. This discrepancy can be attributed to disparity in the length
scales examined.

One promising avenue to cope with these discrepancies is to
re-evaluate the stagnation-region heat transfer rate in a systematic
way. The objective of the present study is to delineate the influ-
ence of laminar inflow disturbances on the amplification of vor-
ticity and its heat transfer augmentation in the stagnation region.
Toward this end, a series of numerical simulations are conducted.
Emphasis is placed on the length scale effect of laminar inflow
disturbances which gives the maximum heat transfer augmenta-
tion. As an organized inflow disturbance, a simple sinusoidal
variation is superimposed on the velocity component normal to
the wall. The amplification of vorticity induced by the laminar
inflow disturbances is scrutinized by varying the length scale, am-
plitude, and Reynolds number. In particular, the amplification
mechanism of heat transfer enhancement by the streamwise vor-
ticity is investigated in detail. The range of the length scale asso-
ciated with the disturbances is varied from 2.1d to 10.6d, whered
is 99 percent undisturbed laminar boundary layer thickness. The
amplitude of the disturbances~A! is varied from 5 percent to 25
percent of the inflow velocity. The Reynolds number based onL,
which is a reference length scale, is varied from 5000 to 20,000.
The Mach number is set as 0.4 to represent a flow from a com-
bustor. The temperature ratio at the wall is set asTw /To50.8,
where Tw is the wall temperature andTo is a freestream total
temperature.

Numerical Simulation
The governing equations, compressible Navier-Stokes, energy,

and continuity equations, are made dimensionless using the fol-
lowing reference values: the reference quantitiesr` , U` , a` ,
T` , L, andt` represent a density, velocity, speed of sound, tem-
perature, length scale, and time scale, respectively. The continuity
equation is
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where r is the density andxi ( i 51,2,3) denotes three spatial
directions in whichx is the direction parallel to the wall,y denotes
the direction normal to the wall, andz is the spanwise direction.

The Navier-Stokes equations are
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whereui is thei th velocity component andp is the pressure.s i j is
the viscous stress tensor defined as
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wherem is the viscosity, Re is the Reynolds number, and Ma is
the Mach number.Si j is the strain rate
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The energy equation is
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where T is the temperature, Pr is the Prandtl number,k is the
thermal conductivity, andg is the ratio of the specific heat. The
total energy per unit masseT is

eT5CvT1
1

2
uiui , (6)

whereCv is the specific heat at constant volume.
A series of simulations are performed by varying Re,l, andA,

wherel andA represent the length scale and amplitude of laminar
inflow disturbances, respectively. As shown in Fig. 1, a steady
sinusoidal spanwise disturbance is imposed at the inflow boundary

v~x,z!5vm~x!$11A sin~2pz/l!%, (7)

wherevm(x) denotes the mean velocity averaged in the spanwise
direction at the inflow boundary. Note that only one cycle of the
sinusoidal disturbance is retained; the domain size inz is l. Non-
reflecting boundary conditions~Giles @13#! are imposed at the
inflow and outflow boundaries. Exit zones~Colonius et al.@14#!
are appended to the outflow boundaries, as shown in Fig. 1. In the

exit zone, disturbances are smoothly damped by a second-order
explicit filter, where the strength of the filter increases to the out-
flow boundary. For spatial discretization, a fourth-order central
differencing scheme is used. A fully implicit second-order scheme
is used for time integration. Nonuniform meshes are employed in
the x and y-directions, whereas a uniform grid is used in the
z-direction. Flow directions are indicated by arrows in Fig. 1 and
the wall is located at the bottom (y50). At the wall, the no-slip
boundary condition is imposed for velocities, and the isothermal
boundary condition is set for the temperature withTw /To50.8,
whereTw is the wall temperature andTo is the freestream total
temperature, respectively.

Several trial calculations are repeated to monitor the sensitivity
of the results to grid size, where the grid points are clustered near
the wall boundary. The grid independence has been checked, and
the outcomes of these tests are found to be satisfactory for the
present three-dimensional simulations where 70390348 grid
points are used inx, y and z-directions respectively. The initial
conditions are the solutions for undisturbed laminar flow. The
steady-state solutions are obtained by converging unsteady com-
putations when maximum relative variation between two succes-
sive iterations is less than 1024. The computations are imple-
mented on CRAY YMP C-90, and the typical computation time is
approximately 40 hours for one set of calculation.

Results and Discussion
It is important to ascertain the reliability and accuracy of the

present numerical simulation. Toward this end, two comparisons
are made. First, the present code is compared with a preverified
code which uses the sixth-order compact scheme for spatial de-
rivatives ~Mahesh et al.@15#!. A direct numerical simulation of
unsteady three-dimensional homogenous decaying turbulence has
been conducted by both codes. The instantaneous results from
both codes are compared in Fig. 2~a!, where the instantaneousw
velocity fields are displayed against thez-direction. It is shown
that, as the mesh sizes are refined from 80380380 to 1203120

Fig. 1 Schematic diagram of flow configuration with orga-
nized inflow disturbances

Fig. 2 „a… Comparison of the present code with the preverified
Mahesh’s code. „b… Comparison of present results with Reshot-
ko’s results. hs is the self-similar coordinate and f „hs… is the
self-similarity solution, after Stewartson’s transformation.

Journal of Heat Transfer MAY 2000, Vol. 122 Õ 259

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3120, the results from the present code converge to Mahesh’s
result. Second, a laminar compressible stagnation-point flow with-
out any laminar inflow disturbances has been simulated by using
the present numerical code. The solutions of Reshotko et al.@16#
are available for comparison. Figure 2~b! shows the comparison
between the solutions and the computed results for Ma50.4 and
Tw /To52.0. The solutions are displayed for three functionsf, f 8
and f 9, wheref is the self-similarity solution for a laminar com-
pressible stagnation flow after Stewartson’s transformation.f 8 is
the first derivative andf 9 is the second derivative off, respec-
tively. hs is the self-similarity coordinate after Stewartson’s trans-
formation~Reshotko et al.@16#!. As shown in Fig. 2~b!, the com-
puted values by the present simulation are in good agreement with
their solutions.

Effects of the laminar inflow disturbances on the stagnation-
region heat transfer are evaluated by varying the length scale~l!,
amplitude~A!, and Reynolds number~Re!, where Re is defined as
Re5r`U`L/m` . L is a reference length scale, which is the dis-
tance from the wall to the location whereU` , r` , andm` are
estimated. If the strain rate in an external irrotational flow at the
bluff body stagnation point isS` , the same strain rate generated
by specifying the impinging freestreamU` at a finite distanceL is
S`5U` /L. Note thatS` depends on irrotational flow over the
body. In particular,S` is proportional tocU` /R, whereR is a
radius of curvature at the leading edge andc is a constant depend-
ing on a body shape, respectively. As shown in Fig. 1, the com-
putational domain of the present study is a zoom of the bluff body
stagnation region.

The spanwise variation of wall heat transfer due to the laminar
inflow disturbances is characterized by the Stanton number~St!,
which is defined as

St5
h

r`CpU`
5

2k
]T

]yU
w

~Tw2T`!r`CpU`
. (8)

Here, r` and U` represent the reference density and velocity,
respectively. The subscriptw denotes the wall.h is the heat trans-
fer coefficient andk is the thermal conductivity.Cp is the specific
heat at constant pressure. Note that St is constant alongx for a
given Reynolds number in the present stagnation flow.

First, the influence of the length scale~l! is scrutinized at a
fixed amplitude of laminar inflow disturbances (A50.25). The
variations of St are displayed in Fig. 3 for three Reynolds numbers
~Re55000, 10,000, and 20,000!. A percentage change of St due to
the laminar inflow disturbances is calculated, which is defined as
DSt5~St2Stlam!/Stlam3100. Here, a reference value Stlam is the
value of St when the laminar inflow disturbances are not imposed
on a laminar stagnation-region flow. The averaged value ofDSt

over thez-directionDSt is obtained as a function of the length
scale~l/d!. As seen in Fig. 3, the effect ofl/d on DSt is substan-
tial. An overall inspection of Fig. 3 indicates that a specific length
scale (ls) exists, which maximizesDSt atls /d.5.3. This find-
ing is of vital importance in heat transfer designs. For example,
the specific length scalels should be avoided in the design of
turbine blade. Whenl is larger thanls , i.e., l/d.5.3, DSt de-
creases asl/d increases. However, whenl is smaller thanls
(l/d,5.3), the wall heat transfer increases with the increase of
l/d. As mentioned in the Introduction, some investigations re-
ported that heat transfer enhancement increases as the length scale
increases, whereas reduction of heat transfer enhancement was
also noted by some workers with the increase of the length scale.
This discrepancy can be attributed to the length scales that were
examined.

It is interesting to review the previous studies in a sense of their
selected length scale ranges. Ames@12# and Van Fossen et al.@2#
conducted experiments, where the heat transfer enhancement is
reduced as the length scale increases. When the size of the stream-
wise vortex is large, the vortex stretching by mean strain rate does
not amplify the streamwise vorticity enough to disturb the stagna-
tion boundary layer. Accordingly, the augmentation of heat trans-
fer is attenuated with the larger streamwise vortex in the
freestream. Moreover, when the inflow length scale becomes
large, the effect of ‘‘blocking’’ is increased by the presence of the
wall ~Hunt @17#!. This blocking effect gives the reduction of heat
transfer enhancement. Hancock and Bradshaw@18# also addressed
the ‘‘blocking’’ effect in a flat plate boundary layer.

On the other hand, Sutera@3# investigated the effect of the
spanwise length scale in the freestream disturbances when the
length scale is smaller than the specific length scale (ls). He
demonstrated that the heat transfer increases as the length scale
increases. It was shown that the amplification of streamwise vor-
ticity enhances the stagnation heat transfer. He also found that if
the length scale is larger than a ‘‘critical’’ length scalelc , the
streamwise vorticity is convected toward the wall, stretched by the
strain rate and amplified. However, if the length scale is smaller
than lc , it is damped. Here, the critical length scale is approxi-
mately ten times the laminar displacement thickness (d* ), i.e.,
lc'10d* '2.7d. Sadeh et al.@4# confirmed that if the length
scale in freestream turbulence is larger than the critical length
scale, the streamwise vorticity is amplified. Figure 3 shows a sum-
mary of the aforementioned previous results.

As seen in Fig. 3, three regimes which are dependent on the
length scale of the laminar inflow disturbances are observed.
Whenl/d is smaller than the critical length scale, a ‘‘damping’’
regime is observed, where the streamwise vorticity is damped
from the inflow boundary. This regime is denoted by~a! in Fig. 3,
where a mild heat transfer near the stagnation region is observed.
However, as the length scale increases, an ‘‘attached amplifying’’
regime is formed. In this regime~b!, the wall heat transfer in-
creases with the increase of the length scale. Whenl/d increases
further, i.e.,l/d is larger thanls , a ‘‘detached amplifying’’ re-
gime~c! is formed. In the regime~c!, it is shown that as the length
scale increases, the wall heat transfer decreases.

It is known that the enhancement of heat transfer in the stagna-
tion region is caused by the amplification of streamwise vorticity
(vx) near the stagnation region. To see the detailed amplification
mechanism ofvx , typical isocontours ofvx in the y-z plane at
x5d are illustrated in Fig. 4. The negative vorticity is designated
by the gray line. In the ‘‘damping’’ regime, as shown in Fig. 4~a!,
the magnitude ofvx decreases as the flow approaches the wall. A
sign change ofvx is captured close to the wall (y/d'0.59). The
countersign vorticity near the wall is formed due to the no-slip
condition at the wall. For the ‘‘attached amplifying’’ regime
shown in Fig. 4~b!, a pair of peaks ofvx are observed aty/d
'2.4. The peak locations ofvx are close to the edge of the
boundary layer which is located aty/d51.0. A comparison of the
magnitude ofvx discloses that the maximum value ofvx in the
‘‘attached amplifying’’ regime is larger than that in the ‘‘damp-Fig. 3 Variations of DSt against lÕd for AÄ0.25
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ing’’ regime. However, in the ‘‘detached amplifying’’ regime in
Fig. 4~c!, the streamwise vorticity is detached from the edge of the
boundary layer. The peak locations ofvx are away from the wall,
i.e., y/d'5.3, whereas the maximum value ofvx is increased.
Van Fossen et al.@10# also showed the role of counterrotating
streamwise vortices by a flow visualization, which is consistent
with the present observation.

Isocontours of temperature in they-z plane atx5d are also
shown in Fig. 5 for the three regimes. In the ‘‘damping’’ regime,
as shown in Fig. 5~a!, the contours are disturbed mildly. In the
‘‘attached amplifying’’ regime of Fig. 5~b!, the temperature con-
tours are disturbed and a mushroom-shaped region is formed be-
tween the pair of streamwise vortices. Asl/d increases further,
i.e., in the ‘‘detached amplifying’’ regime~Fig. 5~c!!, the tempera-
ture contours show large distortion. The mushroom-shaped region
shows overturned isotherms. These are similar to the temperature
contours found in Saric@19# for boundary layer disturbed by
Görtler vortices. The height of the mushroom-shaped contour is
increased toy/d'7.1 in Fig. 5~c!. However, it is important to
note that, although the temperature contours in the ‘‘detached am-
plifying’’ regime are shown to be disturbed more vigorously than
those in the ‘‘attached amplifying’’ regime, the heat transfer rate
in the stagnation region shows an opposite result in Fig. 3. This
means thatDSt in the ‘‘detached amplifying’’ regime is smaller
thanDSt in the ‘‘attached amplifying’’ regime.

It should be pointed out in the present study that the enhance-
ment of heat transfer in the stagnation region is closely related to

the peak location ofvx and its strength. The streamwise vorticity
vx in the ‘‘attached amplifying’’ regime is displayed in Fig. 6~a!
for two length scales~l/d53.2 and 4.0!. The Reynolds number is
Re510,000 and the amplitude isA50.25. To identify the peak
location of vx , a self-similarity coordinate is employed in the
y-axis, i.e.,h5yARe. As shown in Fig. 6~a!, as l/d increases
from 3.2 to 4.0 that are in ‘‘attached amplifying’’ regime, the peak
value of vx increases from 2.7 to 4.8. The corresponding peak
location moves fromh52.8 toh53.8. It is recalled from Fig. 3
for Re510,000 that the heat transfer atl/d54.0 is more en-
hanced than that atl/d53.2. When the peak location ofvx is
closer to the wall, larger heat transfer may be expected, but the
observed result is opposite to this expectation. Accordingly, an-
other important factor exists, which influences the heat transfer
enhancement. As seen in Fig. 6~a!, the peak value ofvx at l/d
54.0 is larger than that atl/d53.2.

Figure 6~b!represents the profiles ofvx in the ‘‘detached am-
plifying’’ regime for two length scalesl/d57.4 and 10.6 at the
same Reynolds number as shown in Fig. 6~a!. From Fig. 3,DSt
for l/d57.4 is larger thanDSt at l/d510.6. Contrary to Fig.
6~a!, as l/d increases from 7.4 to 10.6, the peak value decreases
from 4.7 to 4.2. However, the peak location moves fromh55.7 to
h56.2. SinceDSt decreases with the increase ofl/d in the ‘‘de-
tached amplifying’’ regime, both the peak location and the peak
value of vx act in a mutually cooperating direction. This means
that the stagnation heat transfer is more enhanced with the in-

Fig. 4 Contours of streamwise vorticity „vx… in y -z plane at xÄd for AÄ0.25 and ReÄ20,000 „a…
lÕdÄ2.1, „b… lÕdÄ4.0, and „c… lÕdÄ10.6. The tick mark spacing is 0.707. „a… The maximum contour
value is 2.8 and the minimum is À2.8, „b… the maximum value is 9.6 and the minimum is À9.6, and „c…
the maximum value is 12.0 and the minimum is À12.0.

Fig. 5 Contours of temperature in the y -z plane at xÄd for AÄ0.25 and ReÄ20,000. „a… lÕdÄ2.1, „b…
lÕdÄ4.0, and „c… lÕdÄ10.6. The tick mark spacing is 0.707. The maximum value is 1.0 in the freestream
and the minimum is 0.8 at the wall.

Journal of Heat Transfer MAY 2000, Vol. 122 Õ 261

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



crease of the strength ofvx and the closer peak location ofvx to
the wall. An inflection point can be found in Fig. 6~b! near h
'3.7 for l/d57.4 andh'4.0 for l/d510.6, respectively. How-
ever, the inflection point is not found in the ‘‘attached amplify-
ing’’ regime. Thus, different evolutions ofvx in the ‘‘attached
amplifying’’ from ‘‘detached amplifying’’ regimes show different
behaviors of the enhancement of heat transfer. The negative peaks
located very close to the wall are shown inside the boundary layer
(h'1.0). These are not the cores of the streamwise vortices, but
are the consequences of the ‘‘lift-up’’ distortions of contours as
shown in Fig. 4~c!.

The aforementioned different evolution ofvx may be linked to
the different evolution of heat fluxv8T8, wherev8 andT8 denote
the fluctuations of wall-normal velocityv85v2 v̄ and tempera-
ture T85T2T̄, respectively. The overbar denotes a spanwise-
averaged value. To investigate the effect ofv8T8 on the enhance-
ment of wall heat transfer, the flow and temperature fields are
decomposed into four regions shown in Fig. 7. According to the
combination ofv8 andT8, four regions are categorized: region 1
(v8.0, T8,0) represents the mushroom center area of the tem-
perature contours, region 2 (v8.0, T8.0) the side area of the

mushroom neck, region 3 (v8,0, T8,0) the side area of the
mushroom head, and region 4 (v8,0, T8.0) the area where the
temperature contours are pushed toward the wall.G is the circu-
lation of streamwise vortex.

Figure 8~a!shows the variations ofG against2v8Tmax8 /(S̀ dDT)
in region 1, whereDT is DT5To2Tw . The circulationG is cal-
culated by integratingvx , i.e., G5*vxdydz. However, the inte-
gration domain considered in the present study is not fully cov-
ered. This is becausevx from the domain boundary to infinity is
not zero. To compensate for the partial integration, an analytical
profile of vx outside the domain is extended as~Sutera@3#!

vx}
e20.5h2

h~lc /l!2 , (9)

wherelc is the critical length scale in Fig. 3. It is found that the
extended integration value ofG by the analytical profile does not
exceed ten percent of the full circulationG. A positive circulation
G is calculated by only the positivevx . As shown in Fig. 8~a!,G
correlates linearly with2v8Tmax8 /(S̀ dDT) in the ‘‘attached ampli-
fying’’ regime while G does not correlate linearly in the ‘‘de-
tached amplifying’’ regime. If the circulationG is linearly corre-
lated with2v8Tmax8 /(S̀ dDT), the strength of streamwise vortex is
directly correlated to2v8Tmax8 /(S̀ dDT). This implies that vortex
dynamics can be applied to estimate the wall heat transfer. The
variations ofDSt against2v8Tmax8 /(S̀ dDT) in regions 1 and 4 are
displayed in Fig. 8~b!. It is shown that2v8Tmax8 /(S̀ dDT) in re-
gion 1 is generally larger than that in region 4. Furthermore,
2v8Tmax8 /(S̀ dDT) in region 4 at both ‘‘attached amplifying’’ and
‘‘detached amplifying’’ regimes correlates linearly withDSt. On
the contrary, the data in region 1 is shown to be scattered. This
suggests that the normal heat flux in region 4 is more directly
correlated with the wall heat transfer enhancement than that in
region 1. A global inspection of Fig. 8~b! indicates that the overall
maximum of2v8Tmax8 /(S̀ dDT) occurs in region 1 among other

Fig. 6 Variations of streamwise vorticity „vx… at the z-location
where the core of streamwise vortex is located for Re Ä10,000
and AÄ0.25 „„a… lÕdÄ3.2 and 4.0; „b… lÕdÄ7.4 and 10.6…

Fig. 7 Schematic diagram for four regions and the circulation
G

Fig. 8 „a… Variations of G against Àv 8Tmax8 Õ„S`dDT… in region 1.
„b… Variations of DSt against Àv 8Tmax8 Õ„S`dDT….
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regions. Accordingly, a simple correlation between
2v8Tmax8 /(S̀ dDT) and DSt is not suitable for representing the
wall heat transfer enhancement accurately. In other words, a
squeezing motion induced by the counterrotating streamwise vor-
tices in region 4 is more responsible for the wall heat transfer
enhancement than a pull-up motion in region 1. Here, the pull-up
motion extracts colder fluid out of the thermal boundary layer and
pushes it to the hotter region.

Next, the influence of amplitude~A! on DSt is investigated. As
shown in Table 1,A is varied in a range 0.05<A<0.25 for four
cases ofl/d, i.e.,l/d52.1, 3.2, 4.0, and 5.3. As classified earlier,
l/d52.1 belongs to the ‘‘damping’’ regime,l/d53.2, 4.0, and
5.3 to the ‘‘attached amplifying’’ regime, respectively. An overall
inspection of Table 1 indicates thatDSt is increased with increas-
ing A. Forl/d52.1 and 3.2,DSt varies nearly quadratically with
A. As A increases from 0.05 to 0.10 and 0.25,DSt of A50.10 and
0.25 increase to 4 and 25 timesDSt of A50.05. Note that the
increase fromA50.05 toA50.10 for l/d52.1 is not quadratic.
For other cases, the increase is quadratic at smallA, butDSt from
A50.10 toA50.25 is no longer quadratic and more gradual.

Efforts are extended to see the influence ofA on vx near the
stagnation region. The profiles ofvx are displayed for three mag-
nitudes, i.e.,A50.05, 0.10, and 0.25. The length scalel/d53.2 is
selected in the ‘‘attached amplifying’’ regime for Re55000. In
this regime, as shown in Fig. 9~a!, the profiles ofvx /vxin

show
the trend in a manner similar to those in Fig. 6. Here,vxin

is the
streamwise vorticity at the inflow boundary. Three profiles of
vx /vxin

are collapsed to one curve. This suggests that the ampli-
fication of vx is linear withA. However, forl/d55.3 the ampli-
fication of vx is not linear withA. As shown in Fig. 9~b!, three
profiles do not coincide, i.e., the enhancement of wall heat transfer
saturates asA increases. AsA increases, the peak location ofvx
and the peak value ofvx act in an opposing direction, i.e., the

peak location ofvx moves away from the wall and the peak value
of vx increases. The nonlinear effects are responsible for the non-
quadratic increase ofDSt, as shown in Table 1.

As remarked in the Introduction, freestream turbulence may
often contain quasi-organized large-scale structures~Van Fossen
et al. @10#!. It is meaningful to analyze a similarity between the
heat transfer enhancement in the presence of the laminar inflow
disturbances and the freestream turbulence. For comparison, the
formula of Kestin and Wood@9# is adopted, which is a function of
Re and Tu where Tu is the turbulence intensity.

Fig. 9 Variations of normalized streamwise vorticity „vx Õvx ln
…

with three different magnitudes at a z-location where the core
of streamwise vortex is located for Re Ä5000 „„a… lÕdÄ3.2; „b…
lÕdÄ5.3…

Fig. 10 Plot of DFrÕFr lam against Re for AÄ0.25. DFrÄFrÀFr lam.

Table 1 DSt „percent… with A and lÕd at ReÄ5000

l/d
A 2.1 3.2 4.0 5.3

0.05 0.035 0.91 1.5 1.6
0.10 0.25 3.6 6.0 6.3
0.25 1.7 20 28 28
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Fr5
Nu

ARe
50.94513.48S TuARe

100 D 23.99S TuARe

100 D 2

(10)

Here, Nu is the Nusselt number and Re is the Reynolds number
based on the cylinder diameterD. The Frössling number is de-
noted by Fr5Nu/ARe. As seen in the above formula, Fr is gener-
ally proportional to Re0.5 if TuARe is small enough to neglect the
quadratic term. To see the Re dependence on Fr,DFr/Frlam is plot-
ted in Fig. 10. It is noted that the data in Fig. 10 belong to the
‘‘detached amplifying’’ regime~data for l/d55.3 can be in-
cluded without loss of generality!. DFr is defined as
DFr5Fr2Frlam, where Frlam is the value for the stagnation point
flow without the laminar inflow disturbances. For a stagnation-
region heat transfer on a circular cylinder, Frlam is known to be
Frlam51.0 for Pr50.72. The constant value Frlam in Eq. ~10! is
Frlam50.945. As seen in Fig. 10,DFr/Frlam is proportional to Re0.8

for lower Reynolds numbers (Re<104) and to Re0.4 for relatively
high Reynolds numbers. Since most prior experiments were con-
ducted for higher Reynolds numbers, it can be said that the
present dependenceDFr/Frlam on Re brackets the observed
DFr/Frlam}Re0.5. The Re0.5 dependence indicates that, as the Rey-
nolds number increases, the boundary layer becomes thin and high
mean strain rate impinges on the stagnation region strongly. Con-

sequently, the thermal boundary layer is strongly disturbed and
the associated wall heat transfer is augmented accordingly.

Another correlation formula can be found in which the length
scale effect is included. Ames et al.@11# proposed a correlation,

Fr5
Nu

ARe
50.9510.038Tu Re5/12~Lu/D !21/3. (11)

In the above, Lu is the integral length scale in free-stream turbu-
lence. In this formula, Fr is seen to be proportional to Lu21/3. To
find the proportional factor in the present data, Fr/Frlam is plotted
in Fig. 11 as a function ofl/d for different Reynolds numbers.
Note that the data in Fig. 11 belong to the ‘‘detached amplifying’’
regime~data forl/d55.3 can be included without loss of gener-
ality!. Although some deviations are observed, Fr is proportional
to (l/d)21/3, i.e., Fr}l21/3. Here,d is constant for a given Rey-
nolds number. All the present data are compared with Ames’ cor-
relation in Fig. 12. In comparison with the correlation of Ames, it
should be noted that a conversion is needed between the present
plane stagnation flow and the flow over a circular cylinder~Schli-
chting @20#!. The data in the ‘‘damping’’ and ‘‘attached amplify-
ing’’ regimes are also included in Fig. 12. As seen in Fig. 12, all
data are fitted well with Ames’ correlation except ‘‘damping’’
regime. Moreover, it is interesting to see that the data in the ‘‘at-
tached amplifying’’ regime are also well fitted. Recall that the
correlation of present study is based on the organized laminar
inflow disturbances.

Conclusions
The computational results disclose the prominent features of

heat transfer augmentation in the stagnation region. The objective
is to depict the influence of laminar inflow disturbances on the
amplification of streamwise vorticity and the associated heat
transfer augmentation. In the present simulation, the effect of
length scale~l! is significant. Whenl is larger than the specific
length scale (ls), the wall heat transfer decreases asl increases.
However, whenl is smaller thanls , the wall heat transfer in-
creases with the increase ofl. Pertaining to the length scale as-
sociated with the laminar inflow disturbances, three regimes are
classified, which are the ‘‘damping,’’ ‘‘attached amplifying,’’ and
‘‘detached amplifying’’ regimes, respectively. The amplification
of streamwise vorticity (vx) is scrutinized for the three regimes.
The mechanisms ofvx amplification are analyzed in the ‘‘at-
tached amplifying’’ and ‘‘detached amplifying’’ regimes, respec-

Fig. 11 Plot of Fr ÕFrlam against lÕd for AÄ0.25

Fig. 12 Plot of Fr against A Re5Õ12
„lÕL …À1Õ3
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tively. The enhancement of heat transfer in the stagnation region
is closely related to the peak location ofvx and its strength. It is
shown that the squeezing motion induced by the counterrotating
streamwise vortices is more responsible for the wall heat transfer
enhancement than the pull-up motion. The effect of the amplitude
of laminar inflow disturbance~A! is also investigated, where the
amplification ofvx is linear withA for small A andl. However,
for large A and l, it is not linear withA. The present laminar
results are compared with Ames’ correlation which is a function
of the intensity, integral length scale and Reynolds number of the
freestream turbulence. Although some deviations are found, the
data are shown to be fitted satisfactorily.
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Nomenclature

a 5 speed of sound
A 5 amplitude of laminar inflow disturbance

Cp 5 specific heat at constant pressure
Cv 5 specific heat at constant volume
eT 5 total energy per unit mass

f 5 Hiemenz solution
Fr 5 Frössling number, Fr5Nu/ARe
h 5 heat transfer coefficient
k 5 thermal conductivity
L 5 reference length scale

Lu 5 freestream turbulence length scale
Ma 5 Mach number, Ma5U` /a`
Nu 5 Nusselt number, Nu5hL/k`
Pr 5 Prandtl number, Pr5m`Cp /k`
R 5 radius of curvature

Re 5 Reynolds number, Re5r`U`L/m`
Si j 5 strain rate,Si j 50.5(]ui /]xj1]uj /]xi)
S` 5 mean strain rate,S`5]U` /]x
St 5 Stanton number, St5h/r`CpU`

Tu 5 freestream turbulence intensity
g 5 ratio of specific heat
G 5 circulation
d 5 99 percent boundary layer thickness

d* 5 displacement boundary layer thickness
h 5 self-similarity coordinate,h5yARe

hs 5 self-similarity coordinate after Stewartson’s transforma-
tion

l 5 length scale of laminar inflow disturbance
lc 5 critical length scale
ls 5 specific length scale
s i j 5 stress tensor

v 5 vorticity

Subscripts

a 5 analytical value
c 5 computational value
i 5 induced value

in 5 inflow boundary value
lam 5 laminar value

m 5 mean value
max 5 maximum value

o 5 freestream total value
w 5 wall value
` 5 freestream value
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Electrohydrodynamically
Enhanced Convective Boiling:
Relationship Between
Electrohydrodynamic Pressure
and Momentum Flux Rate
The relationship between the mean radial electrohydrodynamic (EHD) pressure and the
rate of the axial momentum flux and its influence on heat transfer enhancement and
pressure drop in EHD-enhanced convective boiling of R-134a in a horizontal smooth tube
was investigated in detail. A simple theory, which included the characteristics of two-
phase flow, was developed to determine the mean radial EHD pressure. It was shown that
the amount of heat transfer enhancement and the pressure drop penalty were dependent
upon the size of the mean radial EHD pressure relative to the rate of the axial momentum
flux. The influence of the mass flux, change in quality, and saturation temperature on the
mean radial EHD pressure relative to the rate of the axial momentum flux was also
studied. This study has provided a greater understanding of EHD enhancement of the
convective boiling heat transfer.@S0022-1481~00!01802-8#

Keywords: Electric Fields, Enhancement, Heat Transfer, Phase Change, Two-Phase

Introduction
Passive and active enhancement methods for improving con-

vective boiling heat transfer are continuously being developed and
researched. An increase in the heat transfer coefficient produced
by a new enhancement technique usually results in an increase in
the pressure drop as well. It becomes very important to understand
the relationship between the heat transfer and pressure drop in
order to maximize the heat transfer and minimize the pressure
drop. Passive enhancement methods, such as microfin tubes, have
resulted in a 100 percent increase in the heat transfer coefficient
with less than 25 percent increase in the pressure drop at low mass
fluxes and a 50 percent increase in the heat transfer coefficient
with 10 percent increase in the pressure drop at higher mass fluxes
~@1#!.

An active enhancement method which has been recently inves-
tigated utilizes the electrohydrodynamic~EHD! phenomena. Only
a few researchers, in the last seven years, have investigated EHD-
enhanced convective boiling. The limited amount of research is,
in part, due to the lack of fundamental knowledge on EHD-
enhanced heat transfer. EHD is a promising possibility for en-
hancing convective boiling heat transfer; however, the enhance-
ment produced by EHD can be offset by potentially high pressure
drops.

Yabe et al.@2# reported a 100 percent increase in the heat trans-
fer by applying EHD and they mentioned that the pressure drop
was negligible with EHD, but this was not compared to the pres-
sure drop without an electrode in the test section. The reason the
pressure drop with EHD was negligible is the electrode, a perfo-
rated tube, was 5 mm in diameter and the boiling tube was 10 mm
in diameter. Singh@3# increased the heat transfer 260 percent
using EHD enhancement on a helical electrode design in a micro-
fin tube, but the pressure drop penalty was 700 percent. However,
all of the pressure drop was due to presence of the helical elec-

trode alone; the pressure drop due to the EHD forces was negli-
gible. Salehi et al.@4# increased the heat transfer 80 percent to 100
percent using EHD enhancement on a rod electrode design in a
longitudinally finned tube with a pressure drop penalty of 400
percent. Again most of the pressure drop was due to the presence
of the electrode.

Bryan and Seyed-Yagoobi@5# have shown that EHD enhanced
convective boiling is significantly influenced by quality, flow re-
gime, heat flux, and mass flux. In convective boiling, the EHD
force/pressure in many situations will be primarily perpendicular
to the bulk fluid motion and the influence of this force will be
strongly dependent on the variables mentioned above as well as
the fluid electrical properties, electrode geometry, and the applied
voltage. This same EHD force which will be acting primarily
perpendicular to the fluid flow can also result in increased flow
resistance, there by increasing the pressure drop. Therefore, it is
important to understand the interdependence of the EHD force
and the convective boiling process if an EHD force is to be pro-
duced which will maximize the heat transfer and minimize the
pressure drop penalty for a given flow condition.

None of the studies reported in the literature has provided a
detailed investigation of the relationship between the EHD force/
pressure and the convective boiling process and how this relation-
ship influences the heat transfer enhancement and pressure drop.
This must be understood if the application of EHD to convective
boiling is to become a reality in an industrial environment. The
results presented in this study will provide fundamental knowl-
edge of how the EHD force influences both the heat transfer and
pressure drop and how this force is affected by the mass flux,
change in quality, and flow momentum rate for a given fluid and
electrode design.

Electrohydrodynamic Phenomena
The EHD phenomena involve the interaction of electric fields

and flow fields in a dielectric fluid medium. This interaction can
result in electrically induced fluid motion and interfacial instabili-
ties which are caused by an electric body force. The electric body
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force density acting on the molecules of a dielectric fluid in the
presence of an electric field consists of three terms~@6#!:

f̄ e5qeĒ2
1

2
E2¹«1

1

2
¹FE2S ]«

]r D
T

rG . (1)

The three terms in Eq.~1! stand for two primary force densities
acting on the fluid. The first term represents the force acting on
the free charges in the presence of an electric field and is known
as the Coulomb force. The second and third terms represent the
polarization force induced in the fluid.

Figure 1 shows four examples of induced forces on a dielectric
fluid medium, which can result from the application of a nonuni-
form electric field. The electric body force density components
defined in Eq.~1! are responsible for the induced forces on the
dielectric fluid medium. Schematic~a! in Fig. 1 is a representation
of fluid motion resulting from the Coulomb force. A charged body
in a nonuniform or uniform electric field will move along the
electric field lines and impart momentum to the surrounding fluid.
Free charges can be introduced into the fluid medium by direct
injection from an energized sharp electrode resulting in a net
charge in the fluid. Free charges can also be induced within the
fluid without a net charge buildup. This charge induction takes
place in the presence of an electric field due to a nonuniformity in
the electric conductivity of the fluid. A nonuniformity in the elec-
tric conductivity can be a result of a temperature gradient and/or
an inhomogeneous fluid. It is important to note that the motion of
the charged body will depend on the strength of the applied elec-
tric field and whether it is DC or AC.

Schematic~b! in Fig. 1 represents translational motion, often
identified as dielectrophoresis, resulting from the generation of the
polarization force in a nonuniform electric field. For the fluid to
experience a net polarization force over a given region, there must
be a relative displacement of positive and negative bound charges
in a body by applying an electric field. An induced dipole, result-
ing from the displacement of the positive and negative bound
charges in a neutral body by applying an electric field, will expe-
rience a net unidirectional force in a nonuniform electric field.
One end~the negative end in the sketch! of this dipole in a non-

uniform electric field experiences a higher force than the other end
~the positive end in the sketch!, resulting in a net translation of the
polarized body towards the higher electric field.

There are two ways in which a fluid, which is isotropic both
before and after an electric field is applied, can become polarized.
The fluid can be inhomogeneous, in the sense that the permittivity
is a function of position, or it can vary with density. The second
term in Eq.~1! is due to inhomogeneities, while the last term is
due to variations in the fluid density. Since the last term provides
a coupling between the fluid density and the electric field, it is
called the electrostriction force density~@6#!. Discussion has per-
sisted over the years with respect to the electrostriction force den-
sity term in Eq.~1!. It has centered on whether or not the elec-
trostriction force density can be responsible for the translational
motion of an induced dipole as shown in schematic~b! of Fig. 1.
A more detailed discussion on polarization forces and the poten-
tial of the electrostriction force density to generate fluid transla-
tion is provided by Bryan@7#.

The last two schematics,~c! and ~d!, in Fig. 1 are additional
representations of polarization forces due to the application of a
nonuniform electric field. If an interface exists, such as between a
liquid and vapor, in a nonuniform electric field, an attraction force
is created which draws the fluid of higher permittivity~liquid!
toward the region of higher electric field strength, as shown in
schematics~c! and ~d! in Fig. 1. The bubble in schematic~d!,
which is of lower permittivity than the surrounding liquid, will be
forced to the region of lower electric field strength, as defined by
the second term in Eq.~1!. It should be noted that the behavior of
the bubble, shown in Fig. 1~d!, has been classified as dielectro-
phoresis by Jones@8#. The polarization attraction force will occur
regardless of whether a DC or AC nonuniform field is applied.
However, the potential accumulation of charge at the interface can
influence the polarization force. Locally, if the charge accumula-
tion is large enough, space charge effects can become significant
and the Coulomb force can be influential.

All three components of the EHD force density can be signifi-
cant or one can dominate over the others. In convective boiling all

Fig. 1 Simple representations of electric body force density components

Journal of Heat Transfer MAY 2000, Vol. 122 Õ 267

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



three forces will be present, however, the second term of Eq.~1! is
expected to dominate as the quality and heat flux increase.

Experimental Apparatus
The experimental apparatus, shown in Fig. 2, is a closed loop in

which refrigerant is pumped with a positive displacement gear
pump instead of a compressor. The refrigerant flows from the
pump through a flow regulating valve and preheat section and
then through four evaporator test sections of 10, 20, 30, and 50 cm
in length. The refrigerant then flows to the condenser and accu-

mulator where it is condensed and subcooled before reentering the
pump. The refrigerant used in all experiments wasR-134a.

The four test sections, shown in Fig. 2, were connected in series
and heat was provided to each by a recirculating hot water loop.
The different test sections were used to allow for the measurement
of the local heat transfer coefficients and heat fluxes. Each test
section, as shown in Fig. 3, consisted of a smooth copper boiling
tube ~inside diameter514.1 mm and outside diameter515.9 mm!
surrounded by an acrylic tube~inside diameter 38.1 mm! in which
the hot water flowed. T-type thermocouples were soldered to the

Fig. 2 Schematic of experimental apparatus

Fig. 3 Drawing of test section
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surface of the boiling tubes at the top, middle, and bottom in each
test section. In the 10 and 20-cm sections, the surface thermo-
couples were soldered to the tube surface at the center of the test
section. In the 30-cm section they were soldered in two stations at
10-cm intervals and in the 50-cm section in three stations at 12.5
cm intervals. The surface thermocouples allowed for the measure-
ment of the local heat transfer coefficient in each test section. The
inlet and outlet water temperature to each test section was
measured with thermistors so that in all experiments the tempera-
ture difference across each test section could be accurately
measured and maintained to 1°C or less. The pressure drop across
each test section was measured with a variable reluctance pressure
transducer.

The electrode geometry used in the experiments was a brass rod
1.6 mm in diameter~see Fig. 3!. The brass electrode was sus-
pended in the center of each test section and held in tension by
two electrode supports, one at the entrance and one at the exit of
the test section. In all experiments the brass electrode was ener-
gized with a positive DC high voltage while the copper boiling
tube was grounded. Refer to Bryan and Seyed-Yagoobi@5# for
more details on the experimental apparatus.

Experimental Procedure
All experiments began by first starting the recirculating chiller

and setting it at an appropriate setpoint temperature. The refriger-
ant pump was then turned on and then the water heater was set to
the desired heat load. The chiller, refrigerant flow rate, and water
flow rate were all adjusted for the desired test conditions. Once all
adjustments were made, steady state was determined when the
accumulator temperature and the inlet and outlet refrigerant tem-
peratures to the test sections had all remained constant for 30
minutes. Four data sets were then taken, each in two-minute in-
tervals at a rate of one sample per two seconds. This resulted in a
data file of over 200 points, which were averaged to determine a
single test point. Then the high voltage was applied and condi-
tions were adjusted if necessary. Once the system reached steady
state and the three temperature probes had remained constant for
30 minutes, another four data sets were taken. The heat load was
then changed and the process was repeated. The heat loads were
varied randomly and data for one operating condition were ac-
quired over several weeks to insure there was no bias in the test
data.

Data Reduction and Uncertainty Analysis
In all experiments the heat transfer coefficient and quality were

calculated from direct measurements. The average overall heat
transfer coefficient for the four test sections combined was deter-
mined from an area average of the local heat transfer coefficients
for the 10, 20, 30, and 50-cm sections. The local heat transfer
coefficient at each location inside the tube was calculated from

h5
ṁcp~Tin2Tout!

pDiL~Twi
2Tsat!

. (2)

The local inside wall temperature,Twi
, was calculated through a

one-dimensional conduction analysis, knowing the local outside
surface temperature, measured at the different locations in each
test section as described earlier. The conduction through the wall
was accounted for even though its influence was very small. The
change in quality was determined from

Dx5
~ ṁcp~Tin2Tout!/ṁref!

hf g
(3)

The change in quality,Dx, is the difference between the exit
quality from the last test section and the inlet quality from the first
test section. In this study liquid at the saturated condition always
enters the first test section, thus the inlet quality is always zero.
This means thatDx is the actual quality at the exit of the last test
section.

Pressure drop data are difficult to measure in two phase flow,
especially over short flow lengths, such as the test sections used in
this study. The instantaneous pressure drop measurements in two-
phase flow vary significantly; resulting in large standard deviation
of the pressure drop measurement. To make a proper pressure
drop measurement a large number of samples were taken to obtain
an acceptable mean and total uncertainty. In the experiments per-
formed in this study, 240 pressure measurements~at a sample rate
of 1 sample per 2 seconds! were obtained for each pressure drop
data point. Only 60 samples were required to calculate an accept-
able mean pressure drop data point, but the 240 samples were
obtained to provide an acceptable total uncertainty.

A total uncertainty analysis was performed for all the measured
data and calculated quantities based on methods described by
Taylor @9# and Kline and McClintock@10#. The maximum total
uncertainties are shown in Table 1 for the different measured
and calculated quantities. Great care was taken to properly cali-
brate all instrumentation, which allowed for a complete uncer-
tainty analysis to be performed with the lowest possible experi-
mental uncertainties.

Results and Discussion

Verification of Experimental Data: No EHD. The heat
transfer coefficient data without EHD from this study compared
well to existing data from Wattelet et al.@11# and to Kandlikar’s
@12# correlation. The details are provided in Bryan and Seyed-
Yagoobi@5#. Table 2 provides a comparison of some of the pres-
sure drop data in this work without EHD to that of Eckels et al.
@1# and Torikoshi and Ebisu@13#. The data in this study, shown in
Table 2, compare well to the data of the other researchers.

The experimental data were also compared to an existing two-
phase pressure drop correlation for horizontal flow boiling in a
constant area smooth tube. This correlation is based on the sepa-
rated flow model as defined in Carey@14#, where the axial pres-
sure gradient is dependent on the frictional losses and the accel-
eration of the flow due to the heat added to the refrigerant. The
axial pressure gradient is defined as

Table 1 Experimental uncertainties

Measurements

Total Uncertainty

Average Maximum

Surface temperature 60.09°C 60.41°C
Inlet and outlet refrigerant temperature 60.13°C 60.17°C
Inlet and outlet water temperature 60.06°C 60.09°C
Refrigerant mass flux 64.2 kg/m2 s 64.3 kg/m2 s
Water mass flow rate 60.0027 kg/s 60.0027 kg/s
Pressure drop 60.056 kPaa 60.074 kPaa

Calculated Quantities Average Maximum
Quality 613.8 percent 620.5 percent
Heat flux 613.1 percent 620.0 percent
Heat transfer coefficient 613.4 percent 639.2 percent

aUncertainties were smallest on 10-cm section and greatest on 50-cm section and
increased as heat load increased

Table 2 Comparison of pressure drop data between this study
„electrode in-place and no EHD … and other researchers for con-
ventional horizontal convective boiling with R-134a

Reference
xin

kg/kg
xout

kg/kg
Tsat
°C

G
kg/m2 s

Di
mm

Lt
m

DP/Lt
kPa/m

@1# 0.05 0.85 1 86 8.0 3.7 0.59
@1# 0.05 0.82 1 121 8.0 3.7 1.27
@13# 0.20 1.00 5 91 8.0 4.0 0.90

This study 0.00 0.89 5 102 14.1 1.1a 0.9a

aSummation of the 10, 20, 30, and 50-cm sections.
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d

dz Fx2nv

a
1

~12x!2n1

12a G (4)

where the first term on the right-hand side represents the pressure
gradient due to frictional losses and the second term represents
acceleration of the flow. The pressure drop was determined by
integrating Eq.~4! over the desired tube length under the assump-
tion that the quality varies linearly with the tube length. The two-
phase multiplier,f lo , was calculated using the Friedel@15# cor-
relation, which is recommended as one of the most accurate
correlations for horizontal tubes in Collier and Thome@16#. The
void fraction,a, was calculated using the Thome@17# correlation
which is defined as

a5F11S 12x

x D S rv

r1
D 0.89S m1

mv
D 0.18G21

. (5)

The comparison of the correlation to the experimental data is
shown in Fig. 4 for an average mass flux of 99.9 and 300.7
kg/m2 s. The correlation compares well to the experimental data
considering the difficulty in predicting two-phase flow pressure
drops. It should be noted that the pressure drop data shown in Fig.
4 and Table 2 was measured with the electrode in-place~see Fig.
3!. The electrode accounted for about a 25 percent increase in the
pressure drop for the two mass fluxes considered in this study.
Table 3 shows experimental data from this study for two condi-
tions with no electrode in-place compared to the correlation dis-
cussed above. The experimental data are in reasonable agreement
with the correlation.

Experimental Results: EHD Enhancement. The results pre-
sented in this study include the electrode even when no EHD

force is applied. The reason for this is to study the interdepen-
dence of the EHD force and the convective boiling process for a
given geometrical configuration.

The change in quality and mass flux influence the EHD force
and its impact on heat transfer and pressure drop. Experimental
evidence of this is shown in Figs. 5 and 6 where the average
overall heat transfer coefficient and pressure drop as a function of
the change in quality are plotted at a saturated temperature of 5°C
for an average mass flux of 99.9 and 300.7 kg/m2 s, respectively.
For all experiments, an increase inDx was obtained by increasing
the heat load~i.e., heat flux!to the test sections. The heat transfer
coefficients at 0 kV increase asDx increases, as shown in Figs. 5
and 6. This is primarily due to the increase in heat flux to the test
sections and the fact that the heat transfer is nucleate boiling
dominated. However, the flow accelerates as the quality increases
and the convective heat transfer also becomes important. The
pressure drop increases with an increase inDx as well, because as
more energy is added to the flow the change in frictional losses
and the flow momentum rate become larger. The scatter in the
heat transfer coefficient data as seen in Figs. 5 and 6 is due to the
variation in the active nucleation sites where the heat transfer
coefficient was measured. Although these measurements were
made at the same location, the experiments were performed ran-
domly, sometimes with increasing heat flux and others with de-
creasing heat flux, which resulted in variations in the number and
location of active nucleation sites.

The EHD force, as seen in Fig. 5, produces some interesting
and different results at 5 and 15 kV. From 0 to 5 kV there is a
small increase in the heat transfer coefficient and the pressure
drop, up to Dx50.44. Beyond this point the heat transfer
starts being suppressed, but the EHD force is still increasing
the pressure drop. From 5 to 15 kV there is a substantial change
in the behavior of the heat transfer coefficient and the pressure
drop asDx increases. A 170 percent increase in the heat transfer
coefficient at 15 kV andDx50.13 results in almost an order of
magnitude increase in the pressure drop. However, atDx50.68,
the EHD force at 15 kV is suppressing the heat transfer by 125
percent while generating over 40 percent increase in pressure
drop.

Fig. 4 Comparison of two-phase pressure drop correlation with experi-
mental data at two different mass fluxes „electrode in-place, no EHD …

Table 3 Comparison of pressure drop data from this study
without the electrode to the pressure drop correlation

xin
kg/kg

xout
kg/kg

Tsat
°C

G
kg/m2 s

DP ~calculated!
kPa

DP ~measured!
kPa

0.05 0.25 4.9 301 1.40 1.19
0.03 0.33 25.2 400 1.67 1.34
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When the mass flux is increased, as shown in Fig. 6, the differ-
ence between 5 and 15 kV on the heat transfer-enhancement and
pressure drop penalty is not as severe. The prime reason for this is
the momentum rate of the flow is greater at 300.7 kg/m2 s than
99.9 kg/m2 s, and since the EHD force is applied at the same

voltage it is smaller relative to the increase in flow momentum
rate. However, the EHD force still produces heat transfer en-
hancements and an increase in the pressure drop for both 5 and 15
kV. The highest heat transfer enhancement is just over 100 per-
cent and the pressure drop penalty is around 600 percent which

Fig. 5 Heat transfer coefficient and pressure drop versus change in quality
at GavgÄ99.9 kgÕm 2 s and TsatÄ4.9°C

Fig. 6 Heat transfer coefficient and pressure drop versus change in quality
at GavgÄ300.7 kgÕm 2 s and TsatÄ5.0°C
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occur at 15 kV andDx50.08. AsDx increases the heat transfer
enhancement and pressure drop penalty decrease at both voltages.

The heat transfer enhancement and suppression occurring over
the range ofDx, in both Figs. 5 and 6, is due to several factors as
discussed in detail by Bryan and Seyed-Yagoobi@5#. As the flow
progresses from the entrance of the test section to the exit, the role
and influence of the EHD force density components, defined in
Eq. ~1!, vary depending on the total change in quality. WhenDx
is small, the Coulomb and polarization forces generate secondary
motions in the liquid and the polarization force acts on the liquid-
vapor interface. At this point the EHD force components are en-
hancing the heat transfer, and because their influence is significant
they are also generating a substantial increase in the pressure
drop. However, whenDx ~i.e., heat flux!increases further, the
role of the EHD force components change. The Coulomb and
polarization forces still generate secondary motions in the liquid,
but over the same test section length there is less liquid to act
upon since more energy has been added to the flow. The increased
energy causes more bubble nucleation to occur along the tube
surface resulting in the flow regime transitioning to annular flow.
The polarization forces starts to play a more significant role as
more energy is added to the flow. The suppression of the heat
transfer starts to occur when the influence of the polarization force
is still large enough to act at the liquid-vapor interface. This sup-
pression results from the polarization force holding the vapor
bubbles on or near the tube wall as they form; and where the flow
is annular this force begins to remove the liquid layer from the
tube surface. In both cases the resistance to heat transfer increases
there by suppressing the heat transfer. The increase in the pressure
drop will depend on how significant these EHD force components
are with respect to the fluid momentum rate, which increases as
more energy is added to the flow.

An interesting result shown in Fig. 6 is that the EHD force at 5
kV is large enough to produce heat transfer enhancement and
increase the pressure drop. Conversely, the EHD force at 15 kV is
much more substantial and is starting to suppress the heat transfer
and produce less pressure drop penalty than occurs at 5 kV. This
is especially noticeable betweenDx of 0.15 and 0.22, where the
pressure drop at 5 kV is greater than at 15 kV. Here the polariza-
tion force is forcing the bubbles, which are produced to stay near
or on the tube surface and attracting the liquid toward the high
voltage electrode in the center of the tube. This reduces the fric-
tional losses at the wall thus reducing the pressure drop at 15 kV
compared to 5 kV. The behavior shown in Fig. 6 does not occur in
the data shown in Fig. 5 because the flow regime is different. The
difference in the flow regime will be discussed later in the paper.

Theoretical Comparison Between EHD Pressure and Flow
Momentum. As shown in both Figs. 5 and 6 the EHD force has
produced some interesting results and it is evident that the change
in quality and mass flux affect the EHD force. There exists a
relationship between the EHD force and the convective boiling
process and this relationship influences the heat transfer and the
pressure drop. This relationship can be better understood by de-
veloping a method to compare the mean radial EHD pressure and
the rate of the axial momentum flux. To make this comparison, an
approximation of the radial EHD pressure is required. This can be
accomplished by rewriting the EHD force density in Eq.~1! as a
Maxwell stress tensor. By making use of Gauss’ law and tensor
notation Eq.~1! becomes

Ti j 5«EiEj2
«

2
d i j EkEkF12

r

« S ]«

]r D
T
G (6)

where the details of the derivation are discussed by Melcher@6#.
Two assumptions can be made to simplify Eq.~6!. First, the domi-
nate electric field is in the radial direction with the electrode ge-
ometry used in this study~see Fig. 3!. Second, the dominant stress

component is the normal stress~that is to say pressure!in the
radial direction. With these two assumptions the only Maxwell
stress component of interest is

Trr 5
1

2 F«Er
21rS ]«

]r D
T

Er
2G . (7)

This normal stress component will be used to approximate the
radial EHD pressure. A point should be emphasized with respect
to Eq. ~7!. As discussed earlier, the different EHD force density
components, defined in Eq.~1!, will influence the convective boil-
ing heat transfer and pressure drop. The magnitudes of each com-
ponent will vary depending on the fluid electric properties, the
presence of free and dipole charges, the applied voltage, and elec-
trode geometry.

The radial electric field, shown in Eq.~7!, will be highly de-
pendent on the flow regime. To determine an acceptable radial
EHD pressure, which can be compared to the axial momentum
flux rate, the electric field should be evaluated in a form, which
has some relevance to the flow regimes. Two approaches, sche-
matically shown in Fig. 7, will be considered. The first is to as-
sume the flow is a homogeneous mixture of liquid and vapor and
the second is to assume the flow is annular with a pure vapor plug
surrounded by a pure liquid ring. The electric potential distribu-
tion in both approaches can be obtained from a general solution of
Laplace’s equation applied to the cylindrical geometry and bound-
ary conditions given in Fig. 7. For the homogeneous approach,
the solution of Laplace’s equation, as shown by Crowley@18#,
becomes

FH5
V ln~ r /r o!
ln~ r e/r o!

. (8)

There are two parts to the electric potential distribution for the
annular approach. The potential distribution in the vapor is

FA,v5
«1/«vV ln~ r /r e!

@ ~« l /«v! ln~ r e/r i!1 ln~ r i /r o!#
1V. (9)

The potential distribution in the liquid is

FA,l5
V ln~ r /r o!

@ ~« l /«v! ln~ r e/r i!1 ln~ r i /r o!#
(10)

where the interface radius,r i , in Eqs.~9! and ~10! is defined as

r i5A~12a!r e
21ar o

2. (11)

The interface radius is determined by use of the void fraction, by
assuming the area of vapor grows radially from the electrode to-
ward the tube wall.

The electric field distribution must first be evaluated for both
approaches, to determine the radial EHD pressure. The electric
field distribution for the homogeneous approach is

Er ,H52
]FH

]r
5

V

r ln~ r o/r e!
; (12)

the electric field distribution in the vapor for the annular approach
is

Er ,A,v52
]FA,v

]r
5

~« l /«v! V

r@ ~« l /«v! ln~ r i /r e!1 ln~ r o/r i!#
; (13)

and the electric field distribution in the liquid for the annular
approach is

Er ,A,l52
]FA,l

]r
5

V

r@ ~« l /«v! ln~ r i /r e!1 ln~ r o/r i!#
. (14)

The mean radial EHD pressure acting on the flow at a given
tube cross section can now be determined by integrating Eq.~7!
from r e to r o with the appropriateEr for each approach. Thus, the
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mean radial EHD pressure for the homogeneous approach is de-
fined as

PEHD,H5
1

p~r o
22r e

2!
E

r e

r o 1

2 H «m1FrS ]«

]r D
T
G

m
J Er ,H

2 2prdr

5
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22r e
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T
G

m
J pV2
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(15)

where

«m5~12a!« l1aev (16)
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The mixture properties, defined in Eqs.~16! and~17! are effective
properties based on the sum of the area proportions of the liquid
and vapor at a given tube cross section.

The mean radial EHD pressure for the annular approach
becomes

PEHD,A5
1

p~r o
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2! F Er e
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(18)

The homogeneous approximation will be applied from a quality
of 0 to approximately 0.06 or 0.09, forTsat55°C or 25°C, respec-
tively. The point in the flow where the quality is 0.06 or 0.09 was
chosen because it represents a value ofXt>1.6, whereXt is the
Martinelli parameter. Taitel and Dukler@19#established that in the
region whereXt>1.6 the flow regime transitions from a satisfied
wavy and intermittent regime to an annular-dispersed regime. For
qualities greater than 0.06 or 0.09, the annular approach will be
used. The transition point, defined byXt , which establishes the
approach to be used is based on data without EHD. It is assumed
that the flow regime structure does not change much near the
transition point when the electric field is applied, so the value
Xt>1.6 is acceptable. If future research shows that the flow struc-
ture will change significantly when the electric field is applied,
then a better transition point would have to be defined. It is im-
portant to note that the flow regimes will change when the electric
field is applied. However, even though the homogeneous and an-
nular approaches are approximations, they do account for some of
the fundamental characteristics of two-phase flow with heat trans-
fer. These approaches will produce acceptable results and provide
insight into the relationship between the mean radial EHD pres-
sure and the axial momentum flux rate, and the resulting effect on
heat transfer and pressure drop. It should also be noted that the
homogeneous and annular approaches were chosen and applied
based on the electrode geometry used in this work. If a different
electrode geometry and or tube geometry were used, then the
electric field distribution and the mean EHD pressure would have
to be characterized and evaluated relative to the specific geometry
and flow regime characteristics.

Now a relationship between the mean radial EHD pressure and
the rate of the axial momentum flux can be developed. As stated
earlier, the second term in Eq.~4! represents the acceleration, or
increase in momentum rate, of the flow due to the energy added to
the refrigerant. When energy is added to the flow in the form of
heat over a length of tube, the quality will increase and both the
radial EHD pressure and the flow momentum rate will change as
the refrigerant flows downstream. The mean radial EHD pressure
relative to the rate of the axial momentum flux, over this length of
tube for a given change in quality~determined from amount of
energy added to flow!, can be determined from

PEHD

Mo
5

1

L Ez1

z2 PEHD

G2Fx2nv

a
1

~12x!2n l

12a G dz. (19)

Fig. 7 Schematic of homogeneous and annular approaches for determining
EHD force
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Equation~19! required numerical integration, which was accom-
plished using the extended trapezoidal rule with a maximum of 51
intervals for the largest change in quality. The large number of
intervals is important because the void fraction,a, changes rap-
idly at low qualities for refrigerants. Also,PEHD in Eq. ~19! rep-
resents a combination ofPEHD,H andPEHD,A applied to the inter-
vals corresponding to the appropriate quality as discussed earlier.
The rate of the axial momentum flux, defined in Eq.~19!, is de-
termined the same way regardless of whether the homogeneous or
annular approach is used. The reason for this isMo , as originally
defined in Eq.~4!, is based on the separated flow model. This
model provides an adequate estimate for the rate of the axial mo-
mentum flux without EHD for the flow regimes of interest in this
study. All of the mathematical details leading to Eqs.~15!, ~18!,
and ~19! are presented and discussed by Bryan@7#.

Comparison of Theoretical and Experimental Results. Us-
ing the results of the theoretical analysis a more fundamental un-
derstanding has been obtained on how the interdependence of
the EHD force/pressure and convective boiling process influence
the heat transfer and pressure drop. Before the results are dis-
cussed, three pieces of information need to be provided, which
were used to evaluate Eq.~19!. First, the electric fluid properties
of R-134a were measured experimentally by various researchers
and are shown in Table 4. Second, the void fraction,a, was cal-
culated using the Thome@17# correlation as defined in Eq.~5!.

Third, the quality determined from the experiments was used in
Eqs.~5! and~19!, in order to comparePEHD /Mo with the experi-
mental results.

The results from the theoretical analysis are compared to the
experimental data at two values ofG andTsat. The experimental
data, with no EHD, for these operating parameters are plotted
on the flow map by Taitel and Dukler@19# shown in Fig. 8.
The data forG>100 kg/m2 s, shown in Fig. 8, cover stratified
wavy flow through stratified annular flow, and the data for
G>300 kg/m2 s cover intermittent flow through annular flow.
The region where the homogeneous and annular approaches
are applied is marked on the flow map. The data plotted on the
flow map in Fig. 8 match, as well as could be determined,
the experimental observations made through the sight glasses lo-
cated at the exit of the individual test sections. It is important to
realize when the EHD force is applied the flow structure will
change. Future research may show that new flow regimes may
have to be defined when the EHD force is present. The point
where the change betweenPEHD,H and PEHD,A occurs, as was
defined byXt , would have to be modified if future research does
show that the application of the EHD force produces new flow
regimes.

The first comparison to be discussed is forG599.9 kg/m2 s and
Tsat54.9°C at an applied voltage of 5 and 15 kV. The experimen-
tal results in Fig. 6 were replotted on three different graphs in
nondimensional form as shown in Fig. 9. The first two graphs
show hEHD /ho and DPEHD /DPo both versusDx, and the third
graph showsPEHD /Mo versus the sameDx. The most important
result shown in Fig. 9 isPEHD /Mo is directly related tohEHD /ho
and DPEHD /DPo . The trends in the experimental data and the
theoretical results are very similar. These results show that if the
mean radial EHD pressure is large relative to the rate of the axial
momentum flux, as shown at 15 kV in Fig. 9, then large heat
transfer enhancements can be obtained, but at a cost of significant
pressure drop penalty. As energy is added to the flow the influence
of the mean radial EHD pressure on heat transfer and pressure
drop decreases rapidly, especially at 15 kV, due to the increase in
the rate of the axial momentum flux and change in the flow re-

Fig. 8 Flow map of Taitel and Dukler †19‡ showing experimental data for
variable G and Tsat at 0 kV

Table 4 Electrical property data from various researchers
used to determine EHD force

Tsat
°C

« l
a

pF/m
«v

a

pF/m
(]«/]r)v,T

b

m3/kg
(]«/]r) l ,T

c

m3/kg

5 104.6 10.6 0.0044 0.012
25 90.0 11.5 0.0043 0.011

aRef. @7#
bRef. @20#
cRef. @21#
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gime. If the mean radial EHD pressure is almost the same as the
rate of the axial momentum flux of the flow, as shown at 5 kV in
Fig. 9, then the heat transfer enhancement and pressure drop pen-
alty are similar. AboveDx50.4 the heat transfer is suppressed at

both 5 and 15 kV. In this region,PEHD /Mo is greater than unity at
15 kV but it is around 0.2 at 5 kV. This points out that if the
quality and heat flux are large enough only a very small EHD
force is needed to potentially suppress the heat transfer.

Fig. 9 Nondimensional heat transfer coefficient, pressure drop, and ratio of
mean EHD pressure to flow momentum flux rate versus change in quality, all at
GÄ99.9 kgÕm 2 s and TsatÄ4.9°C

Fig. 10 Nondimensional heat transfer coefficient, pressure drop, and ratio
of mean EHD pressure to flow momentum flux rate versus change in quality,
all at 15 kV for variable G and Tsat
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The influence ofG and Tsat on PEHD /Mo will affect the heat
transfer and pressure drop. The same series of graphs are shown in
Fig. 10 for two different values ofG andTsatat an applied voltage
of 15 kV. Again the trend of the experimental data forhEHD /ho
andDPEHD /DPo and the theoretical calculation forPEHD /Mo are
similar and the influence ofG andTsat is substantial. The increase
in G reduces the influence of the mean radial EHD pressure on the
heat transfer and pressure drop by increasing the rate of the axial
momentum flux. An increase inTsat has the opposite effect on the
mean radial EHD pressure, which results in a greater heat transfer
enhancement and a higher pressure drop penalty. This is due to
the change in the fluid properties; specifically the relative change
between the properties of the liquid and vapor at eachTsat. The
influence of bothG andTsatare predicted by the theoretical analy-
sis and the results shown in Fig. 10 attest to the validity of this
analysis.

From the results shown in Figs. 9 and 10, it is evident that the
theoretical analysis presented in this study can provide insight into
the attainable heat transfer enhancement and the pressure drop
penalty for given operating parameters. Furthermore, the exis-
tence of a functional relationship between the heat transfer en-
hancement andPEHD /Mo and between the pressure drop penalty
andPEHD /Mo is apparent. One final important point to realize is
that the relationship between the mean radial EHD pressure and
the rate of the axial momentum flux shown in Figs. 9 and 10 is
specific to the electrode design used in this work. A different
electrode design and or tube may produce different results.

Conclusion
From the experimental data it is evident that the EHD forces

can generate significant enhancements in the convective boiling
heat transfer coefficient, but at the same time they can create even
greater pressure drop penalties. By developing a simple theory to
determine the mean radial EHD pressure, which included the
characteristics of two-phase flow, it was shown that the amount of
heat transfer enhancement and the pressure drop penalty were
dependent upon the size of the mean radial EHD pressure relative
to the rate of the axial momentum flux. The theoretical analysis
was also able to show the influence of the change in mass flux and
saturation temperature on the mean radial EHD pressure relative
to the rate of the axial momentum flux.

The EHD enhanced heat transfer will have to be maximized
while the pressure drop penalty is minimized, if EHD enhanced
convective boiling is to become a potential industrial application.
This seems possible if the EHD force can be applied in a fashion
where it is of the same order or slightly higher than the rate of the
axial momentum flux.
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Nomenclature

cp 5 specific heat~J/kg K!
Di 5 boiling tube inside diameter~m!
Do 5 boiling tube outside diameter~m!

E 5 electric field strength~V/m!
Er 5 electric field strength in radial direction~V/m!
f e 5 EHD force density~N/m3!

PEHD 5 mean radial EHD pressure~N/m2!
f lo 5 Fanning friction factor for liquid

FTD 5 Taitel and Dukler flow parameter
G 5 mass flux~kg/m2 s!
h 5 heat transfer coefficient~W/m2 K!

hEHD 5 heat transfer coefficient with EHD~W/m2 K!

hf 5 saturated liquid enthalpy~J/kg!
hf g 5 latent heat of vaporization~J/kg!
ho 5 heat transfer coefficient without EHD~W/m2 K!
hs 5 enthalpy of subcooled liquid~J/kg!
L 5 length of test section~cm!
m 5 mass flow rate of water~kg/s!

Mo 5 rate of momentum flux~N/m2!
ṁref 5 mass flow rate of refrigerant~kg/s!

P 5 pressure~Pa!
DPEHD 5 pressure drop with EHD~kPa!

DPo 5 pressure drop without EHD~kPa!
qe 5 charge density~C/m3!
q9 5 heat flux~kW/m2!
r i 5 interface radius~m!
r e 5 electrode radius~m!
r o 5 inside tube radius~m!

Ti j 5 Maxwell stress tensor~N/m2!
Tin 5 inlet hot water temperature~°C!

Tout 5 outlet hot water temperature~°C!
Tsat 5 refrigerant saturation temperature~°C!
Twi 5 tube inside surface temperature~°C!

V 5 applied voltage~V!
x 5 quality ~kg/kg!

Dx 5 change in quality~kg/kg!
Xt 5 Martinelli parameter
z 5 axial length~m!

Greek Symbols

a 5 void fraction
d i j 5 Kronecker delta

« 5 permittivity ~pF/m!
F 5 electric potential~V!

f lo 5 two-phase multiplier
n 5 specific volume~m3/kg!
r 5 density~kg/m3!

Subscripts

A 5 annular
avg 5 average

H 5 homogeneous
i , j ,k 5 tensor notation

l 5 liquid
m 5 homogeneous mixture
r 5 radial direction
t 5 total

v 5 vapor
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The Use of an Organic
Self-Assembled Monolayer
Coating to Promote Dropwise
Condensation of Steam on
Horizontal Tubes
Hydrophobic coatings have been created through self-assembled monolayers (SAMs) on
gold, copper, and copper-nickel alloy surfaces that enhance steam condensation through
dropwise condensation. The monolayer is formed by chemisorption of alkylthiols on these
metal surfaces. Due to their negligible thickness (10–15 Å), SAMs have negligible heat
transfer resistance, and involve a minuscule amount of the organic material to pose any
contamination problem to the system from erosion of the coating. The coating was applied
directly to copper and 90/10 copper-nickel tubes, and to previously gold-sputtered alu-
minum tubes. The quality of the drops on SAMs, based on visual observation, was found
to be similar for the three surfaces, with the gold surface showing a slight superiority.
When compared to complete filmwise condensation, the SAM coating increased the con-
densation heat transfer coefficient by factors of 4 for gold-coated aluminum, and by about
5 for copper and copper-nickel tubes, under vacuum operation (10 kPa). The respective
enhancements under atmospheric conditions were about 9 and 14. Comparatively, the
heat transfer coefficient obtained with a bare gold surface (with no organic coating) was
2.5 times that of the filmwise condensation heat transfer coefficient under vacuum, and 3.4
at atmospheric conditions.@S0022-1481~00!02502-0#

Keywords: Condensation, Multiphase Flows, Organic Coatings

1 Introduction
Dropwise condensation~DWC!, when properly promoted, has

been known to produce heat transfer coefficients up to 20 times
that of filmwise condensation~FWC!. Over the past few decades,
considerable attention has been paid toward the development of
suitable DWC promoters. Gold and silver have been known to
consistently show excellent dropwise characteristics~@1–4#!.
However, the hydrophobic characteristics of these noble metals as
DWC promoters have been controversial in the literature~@5,6#!.
The noble metals initially have very high surface energy and tend
to be completely wet by water. But, on contamination with ab-
sorbed carboneous matter, the surfaces, especially gold-plated sur-
faces, gradually become hydrophobic, exhibiting dropwise char-
acteristics. Woodruff and Westwater@2# have shown that
promotion of DWC on gold-plated surfaces was directly related to
the carbon-to-gold ratio on the surface.

Organic materials have also received considerable attention for
their hydrophobic capabilities to promote DWC. Such studies
have generally focused on fluorocarbon or silicone polymers.
While several studies were done in the 1950s and 1960s with
polytetrafluoroethylene~PTFE!, commercially known as Teflon,
and silicone, Erb and Thelen@7,8# conducted an extensive inves-
tigation of several permanent hydrophobic coatings, including
PTFE, sulfide films, parylene-N, and noble metals. However, they
concluded that the organic coatings were not as good as a silver-
coated surface. Holden et al.@4# conducted experiments on 14
polymer-coated surfaces and an electroplated-silver surface, and

showed an increase in condensation heat transfer coefficient of
about three to eight relative to filmwise at an operating pressure of
11 kPa, with electroplated silver exhibiting the best performance.
In general, the organic coatings exhibited a lack of adherence to
the copper tube surface, and were found to be too thick~the thick-
ness of the coating must be less than 1mm! to obtain any reason-
able enhancement. It was concluded that a detailed study of the
surface chemistry was needed to improve upon the organic coat-
ing technology.

Ma et al. @9# have conducted experiments to study DWC on
vertical brass tubes coated with ultra-thin polymers which were
created by plasma polymerization and dynamic ion-beam mixed
implantation methods. They concluded that while the heat transfer
enhancements were as high as 20, the enhancement and the adhe-
sion of the film were strongly dependent on the process conditions
of the two methods, which needed to be further studied to opti-
mize the performance. The ion-implantation technique was also
reported by Zhao and Burnside@10# to implant Cr1 onto PTFE-
coated surfaces to further enhance the DWC heat transfer coeffi-
cient by increasing the thermal conductivity of the coating, and
thus reducing the film resistance. While an enhancement of about
1.8 times that of an untreated surface was reported for the PTFE-
coated surface, the value increased to five with Cr1 implanted
surface. However, once again, the treatment involved considerable
uncertainties, and further study was needed to establish the best
treatment conditions and the best polymer. Zhao and Burnside
@11# also successfully used these coated surfaces in a utility con-
denser. Further, Bonnar et al.@12–14# utilized glow-discharge
methods to coat silicon organic polymers to obtain DWC.

Taniguchi and Mori@15# studied the effectiveness of an expen-
sive composite formed with copper~Cu! and graphite fluoride
(CF!n on DWC on a vertical copper surface. They concluded that
despite being much more hydrophobic than electroplated gold and

1Present address: Applied Materials, Inc., 3100 Bowers Avenue, M/S 0225, Santa
Clara, CA 95054.
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many other noble metals for water in air, the Cu/~CF!n surface did
not thermally outperform the gold surface, but rather decreased it.
They speculated that the hydrophobicity of (CF!n in air is not
necessarily relevant to the hydrophobicity of the surface in a con-
densing steam atmosphere.

The use of fluorinated organics for creating a hydrophobic sur-
face has been investigated as early as 1975, when Deronzier et al.
@16# used several organic compounds injected directly into the
steam to react with the condenser surface to yield a hydrophobic
coating. For example, CF3–~CF2!n– C2H4– SH was used success-
fully with a copper surface. Recently, Gavrish et al.@17,18#tested
fluorinated carbon sulfide as an additive to the boiler feed water to
obtain DWC. The hydrophobic coatings were generated in about
24 hours and were retained for about 4200 hours of operation. The
heat transfer coefficients were enhanced by three to ten times.
However, the coating underwent an oxidizing process and the
condensation converted back to filmwise. The oxide film needed
to be removed and the process had to be started again to return to
the dropwise mode.

In general, organic coatings are difficult to maintain, and re-
quire strong, long-term adhesion forces between the coating and
the metal substrate. Usually, the thicker the coating, the better its
resistance to corrosion/erosion. However, due to very low thermal
conductivity, thick organic coatings add to the heat transfer resis-
tance that deteriorates the DWC performance~@5#!. Moreover, the
coating material, if inadvertently removed from the condenser sur-
face, may contaminate the system, e.g., as impurities in the boiler
feedwater of a power plant.

1.1 Self-Assembled Monolayer Coatings. Self-assembled
monolayers~SAMs! are composed of a single layer of organic
molecules adsorbed onto a surface to form a coating. Such coat-
ings form upon chemisorption of alkylthiols on gold, silver, cop-
per, or copper-nickel surfaces~@19,20#!. A strongcovalent bondis
formed between the sulfur of alkylthiol and the metal (M ):

M1HS-~CH2!n-R→MS-~CH2!n-R.

By appropriately choosing the terminal group~R! on these alkyl-
thiol molecules, one can predetermine the chemical and physical
properties of the resulting SAM. For example, a SAM formed
from HS~CH2!15CH3 exhibits hydrophobic characteristics with
water. Such coatings have been used as model surfaces for studies
in tribology, adhesion, wetting, and biocompatibility~@21–23#!,
but they have not been used in condensation heat transfer prior to
this study.

These self-assembled monolayers are very resilient and form
easily. The SAMs formed from hexadecylthiol@HS~CH2!15CH3#
are extremely low free-energy surfaces, exhibiting large advanc-
ing contact angles of 110–112 deg~Fig. 1! with water and hence
have good DWC characteristics. In addition, they are very stable
and should last over long periods of time. Being only a
monolayer-thick~10–15 Å!, these coatings give negligible heat
transfer resistance, and the total amount of coating material in-
volved is minuscule (;5310211 gm/cm2, or 0.05 gm for a con-
denser with a million square foot surface area! to pose any con-

tamination problem. These monolayers, therefore, appear to offer
a strong potential for long-term DWC promoters, although dura-
bility tests have yet to be conducted.

During this study, SAMs were formed on gold-coated-
aluminum, copper, and copper-nickel condenser tubes to study
their condensation characteristics. Since SAMs formed on gold
surfaces are the most resilient and hydrophobic, the aluminum
tube was first sputter-coated with titanium for adhesion and then
with gold before applying the SAM coating. The copper and
copper-nickel tube could be directly coated with SAM, and elimi-
nated the expensive gold-sputtering step. The steps were exactly
the same as that used in our study of the effect of SAM coating on
Korodense tubes~@24#!. As in our previous study~@24#!, the ex-
periments were conducted in a horizontal single-tube condensa-
tion apparatus. A brief description of the experimental program
and the apparatus follows.

2 Experimental Apparatus
Figure 2 shows a general schematic of the overall system.

Steam is generated in a Pyrex glass cylindrical boiler of 0.3-m
diameter and 0.5-m height at a maximum working pressure of
72.6 kPa gage. The boiler contains ten vertically mounted 4 kW,
440 VAC stainless-steel clad immersion heaters connected in par-
allel. Steam from the boiler passes up through a cylindrical sec-
tion of foam-covered Pyrex glass with an inside diameter of 0.15
m and a length of 2.13 m. Two 90-deg Pyrex glass elbows redirect
the steam back down a second similar cylindrical section of 1.52
m in length. Steam then enters a stainless steel test section, flow-
ing downwards over the horizontal condenser tube mounted, as
shown in Fig. 3. The test section is fitted with openings for Teflon
and nylon inserts that support the horizontal tube and provide a
coolant flow path through the system. These inserts contain
O-rings to seal the condenser from the ambient atmosphere and
the coolant. The test section also contains a double pane viewing
port so that the condensation process can be observed, and video-
recorded. The inner glass and outer plastic panes are separated
with a spacer through which heated air can be blown to defog the
inner glass. A smaller port in the test section allows connection of
a pressure gage and thermocouple well.

Steam not condensed in the test section passes into a final Pyrex
glass cylinder containing an auxiliary condenser. The auxiliary
condenser, constructed of a single helically wrapped water-cooled
copper coil mounted to a stainless-steel base, condenses the bal-
ance of the steam, collects all the condensate and returns it to the
boiler through a gravity drain in the base plate. Two stainless-steel
side plates are mounted to the auxiliary condenser with penetra-
tions for a pressure bleed valve, a vacuum line, and a pressure
transducer. The auxiliary condenser cooling water is supplied di-
rectly from the building water main and passes through a pressure
regulator that eliminates any pressure fluctuations. Saturation tem-
perature in the test apparatus is controlled by adjusting a throttle
valve in the auxiliary condenser coolant flow line. Cooling water
exiting the auxiliary condenser is discharged to the building drain.

Cooling water for the test section originates in a stainless steel
sump tank. Two centrifugal pumps connected in series draw suc-
tion from the sump. A throttle valve and calibrated rotameter on
the discharge side of the pumps allow control of the cooling water
flow. After flowing through the test tube, cooling water flows into
a Nylon mixing chamber~Fig. 3! so that an average outlet tem-
perature can be accurately measured. This chamber alternately
forces the flow to occur between the center region and the outer
edges of the block to promote turbulent mixing. Thermocouples
and quartz thermometer probes are installed on the coolant lines
prior to the test section and following the mixing chamber. The
warm coolant exiting the test section is drained into the sump tank
with an overflow where it mixes with the filtered cold water flow-
ing into the sump, before being recycled to the test section
through the pumps.

Fig. 1 Sketch of a condensate drop on a flat surface, and defi-
nition of contact angle
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The vapor velocities across the test tubes are determined to be
approximately 1 m/s at atmospheric pressure and 2 m/s under
vacuum conditions. These velocities carry away any nonconden-
sible gas from the test tubes. The noncondensible gases are re-
moved by a vacuum system through a suction port at the base of
the auxiliary condenser section. The vapor-gas mixture passes
through an internal condensing coil located in the cooling sump
where any steam is condensed and collected in a Plexiglas
vacuum chamber. The noncondensibles are passed through a
vacuum pump and expelled to the atmosphere. The pump can
draw a vacuum down to an absolute pressure of 130 mm Hg~17
kPa!. A check valve is installed to prevent back flow of air into
the test section when the pump is stopped. The apparatus had a
mean pressure leak rate of 0.4 kPa per day.

2.1 System Instrumentation. Steam temperature in the test
condenser is measured by two thermocouples positioned in a well
whose tip is located in the steam flow just upstream of the test
tube. Ambient temperature is measured with a similar thermo-
couple located in the proximity of the apparatus. The inlet and
outlet test tube coolant temperatures are measured with a quartz
crystal thermometer, and are checked by two thermocouples at the
coolant inlet and outlet. Test condenser pressure is monitored by
both a 0–103.4 kPa Bourdon pressure gage and a vacuum pres-
sure transducer. Both devices measure gage pressure relative to
atmospheric, and require a local atmospheric pressure valve, sup-
plied externally by reading from a barometer, to convert from
gage to absolute pressure. For calculations, we have used the
steam-side temperature, rather than the saturation temperature ob-

Fig. 2 Schematic of the experimental setup

Fig. 3 Schematic of the test section
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tained from the pressure. This was done in order to simplify the
calculations and to reduce the error due to higher uncertainty in
pressure measurement. Coolant flow is measured by a calibrated
rotameter installed on the discharge side of the coolant pumps.

Power for the boiler heaters is controlled by an electronic sys-
tem. 440-VAC line voltage is reduced by a factor of 100 in a
differential input precision voltage attenuator and then passed
through a true-root-mean-square~TRMS! converter. The output of
the TRMS converter is accurately recorded by comparing to a
reference voltage from a panel-mounted potentiometer. The power
input is computed from this voltage and the known total electrical
resistance of the heaters.

A data acquisition system collects the voltage readings from the
thermocouples, pressure transducer, and heater switchboard. The
data acquisition system and quartz thermometer unit are linked to
a computer. The rotameter, pressure gage, and local atmospheric
pressure readings are manually entered into the computer.

3 Experimental Procedure
Although the most accurate way to obtain inside and outside

heat transfer coefficients is to directly measure the vapor tempera-
ture, mean inside and outside wall temperatures, and the coolant
temperature, the measurement of tube wall temperatures requires
the use of an instrumented tube~with numerous thermocouples
embedded in the walls!, which unfortunately is expensive to
manufacture. Therefore, during these tests, the experimental data
were reduced using the ‘‘Modified Wilson Plot’’ technique~@25#!.

3.1 Modified Wilson Plot Technique. The Modified Wil-
son Plot technique reduces the data using an iterative procedure
which relies on the fact that the overall heat transfer coefficient
can be reliably measured from experimental data using the
expression

Uo5
ṁCp~Tco2Tci!

Ao~LMTD !
(1)

where

LMTD5 ~Tco2Tci!/ lnF Ts2Tci

Ts2Tco
G ,

and, where the overall heat transfer coefficientUo is related to the
inside and outside heat transfer coefficients,hi andho , by

1

UoAo

5
1

hiAi

1
ln~Do /Di !

2pLkw

1
1

hoAo

. (2)

The inside heat transfer coefficient was calculated by the
Petukhov-Popov~@26#! correlation which gives

hi5CiV, (3)

where

V5
kcw

Di

~j/8!Re Pr

K1~j!1K2~Pr!~j/8!1/2~Pr2/321!
, (4)

with

j5~1.82 log Re21.64!22, (5)

K1~j!5113.4j, (6)

K2~Pr!511.711.8 Pr21/3. (7)

The Petukhov-Popov correlation is valid for fully developedtur-
bulent flow inside asmoothtube. The range of validity includes
Re5104– 106 and Pr50.5– 2000. For the tests in this study, tur-
bulent flow of the coolant was ensured by using a Heatex insert2

and by keeping Re.104. For all tests in this study, 1.53104

,Re,83104 and 4,Pr,7.

A ‘‘floating’’ leading coefficientCi was introduced into Eq.~3!
to account for the use of the Heatex insert, and also to allow for
any deviations from the ideal Petukhov-Popov conditions due to
the short length of the test tube. The Heatex insert also helps to
boost the inside heat transfer coefficient, thus lowering the inside
thermal resistance and improving the accuracy of the outside heat
transfer coefficient.

During this study, with dropwise condensation occurring on the
outside of the tube, the outside heat transfer coefficientho may be
assumed to be constant over the measured heat flux range~@27#!:

ho5Co5constant. (8)

The values forho andhi from Eqs.~8! and~3! can be inserted
into Eq. ~2! which can then be rearranged to get

Y5
1

Ci

X1
1

Co

(9)

where

X5
Ao

AiV
, (10)

and

Y5F 1

Uo

2Ao

ln~Do /Di !

2pLkw
G . (11)

Due to the temperature dependence of the properties contained in
V, the method utilizes an iterative procedure in the solution for
each data point. In the present study, 14 sets of data were col-
lected for each test-run. The coolant flow rate was varied from 80
percent down to 20 percent of the rotameter scale and then back
up to 80 percent in steps of 10 percent, thus obtaining 14 sets of
data—one for each of these settings. A least-squares fit of Eq.~9!
with respect toX andY for each data set determinesCi andCo for
each test-run, which are, respectively, the inverse of the slope and
the intercept on theY-axis. The value ofCi is then used in Eq.~3!
to computehi . The value ofho is equal toCo . Onceho is known,
the temperature difference,DT, can be calculated as

DT5
ṁCp~Tco2Tci!

pDrLho

. (12)

3.2 Definition of Enhancement Ratio. The heat transfer
enhancementeDT is defined as the ratio of the condensing heat
transfer coefficient during DWC, to the heat transfer coeffi-
cient with FWC, for the same subcooling,DT5(Ts2Two).
Mathematically,

eDT5S ho,DWC

ho,FWC
D

DT

. (13)

3.3 Repeatability and Uncertainty. Two tests were con-
ducted for each tube—one at atmospheric pressure, and the other
at a vacuum of around 8.3–10.3 kPa. The data for each test were
repeated for the same tubes under the same pressure conditions in
order to obtain repeatability and achieve confidence in the data.
The difference in the values ofCo , as defined above in Eq.~8!,
for the repeated data were less than ten percent for the tests.

The uncertainty in the reduced data and calculated quantities
were also determined. The uncertainty in the independent vari-
ables was measured/estimated to be two percent in the rotameter
reading, four percent in the thermal conductivity, 0.05°C in the
quartz thermometer temperatures, and 0.2°C and 0.4°C in the
steam thermocouple temperatures for vacuum and atmospheric
conditions, respectively. The uncertainty in the calculated quanti-
ties was obtained by the Kline and McClintock~@28#! analysis.
Since the values ofCi andCo are determined from a least-squares
line fit in the modified Wilson procedure, the uncertainties in

2A Heatex insert consists of a series of wire loops large enough to tightly touch
the inner wall of the tube and break up the boundary layer near the tube wall.
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these quantities were calculated by assuming that the WilsonX-Y
data points are normally and independently distributed. A
t-distribution is assumed with a 95 percent confidence interval for
the 14 data points for each test condition, to compute the uncer-
tainties inCi andCo . Typical uncertainties inho ranged between
8 and 30 percent, with copper-nickel tubes showing the largest
values.

4 Tube Geometry and Coating Procedures
A series of experiments were conducted with tubes made of

aluminum, copper, and copper-nickel. The length of each tube
was 228.6 mm, with an active condensation length (L) of 133.4
mm. The tube-outer diameter at the ends was machined to a stan-
dard tube size of 15.88 mm, whereas the outer nominal diameter
(Do) over the active condensing length was 13.3 mm. The tubes
had an inside nominal diameter (Di) of 12.7 mm. The thermal
conductivity of the aluminum tube was 209 W/m-K, and was
assumed not to have been altered by the thin titanium and gold
coatings. For copper and 90/10-copper-nickel, the conductivities
were 385 W/m-K and 55 W/m-K, respectively. The basic dimen-
sions and surface properties of the tubes are given in Table 1.

For the bare gold and SAM-on-gold surfaces, the ‘‘machine-
finish’’ aluminum tubes were first sputter-coated with a layer of
titanium ~;50 Å! for adherence of gold to the metal surface. The
gold coating~;500 Å! was then deposited onto the titanium by
subsequent sputtering. While one tube was tested only with the
gold coating on it, two others were further coated with the hydro-
phobic monolayer~SAM!. The bare-gold tube was tested to com-
pare the hydrophobic characteristics of the bare gold surface with
that of SAM on gold. To eliminate the required sputtering for Au
surfaces, copper and copper-nickel tubes were also used, espe-
cially since copper alloys are common in the condenser industry.
On copper and copper-nickel tubes, SAM coatings could be di-
rectly applied to the surface without any prior sputtered coating.
On the copper and copper-nickel surfaces, the SAMs were formed
on ‘‘polished’’ tube surfaces. These tubes were polished to a mir-
ror finish on the smallest emery paper size of P4000 followed by
polishing with a commercial Pol metal polish. The SAM coatings
were applied manually with special small-tipped felt pens.

Tests were also conducted for filmwise condensation on oxi-
dized aluminum tubes for baseline FWC data. The surface for
FWC was obtained by oxidation of the tube surface with a mix-
ture of sodium hydroxide and ethanol in a steam bath. The mix-
ture was applied on the tube surface with a brush, while rotating
the tube around for better uniformity. The details of all these
procedures are provided by Kilty@29#.

5 Results and Discussion
A series of tests were carried out, at both atmospheric and

vacuum conditions, for various combinations of tubes and coat-
ings; namely, bare-gold on aluminum~Al/Ti/Au!, SAM-on-gold-
coated aluminum~Al/Ti/Au/SAM !, SAM-on-copper~Cu/SAM!
and SAM-on-copper-nickel~Cu-Ni/SAM!. Tests were also con-
ducted for the case of filmwise condensation on aluminum tubes
to establish a baseline.

5.1 Overall Heat Transfer Coefficients. The overall heat
transfer coefficient (Uo), as defined in Eq.~1!, is plotted in Fig. 4
as a function of the coolant velocity,Vcw ~or coolant flow rate!.

Figure 4~a!shows data for atmospheric conditions while Fig. 4~b!
shows data during vacuum conditions. Data collected for filmwise
condensation are also presented.

The plots in Fig. 4 show a parabolically increasingUo with
increasingVcw . The SAM-coated tubes and the gold-only tubes
with DWC show higherUo compared to the FWC case. The ratio
of the value of the overall heat transfer coefficient for DWC com-
pared to FWC increases with increasingVcw since, asVcw in-
creases, the outside resistance becomes more important. The ratio
increases significantly more for the case of SAM-on-Cu and
SAM-on-gold-coated-aluminum tubes, than for SAM-on-copper-
nickel or bare-gold-on-aluminum tubes, as summarized in Table
2. For example, compared to FWC, the ratio ofUo for Cu/SAM
increases from 2.5 for the minimum coolant flow to 4.6 for the
maximum flow at atmospheric pressure. The respective increase
under vacuum conditions range from 1.9 to 3. These ratios range
from 2.5 to 4.1 at atmospheric pressure, and 1.9 to 2.3 under
vacuum conditions for Al/Ti/Au/SAM; 2.0 to 3.2 at atmospheric

Table 1 Geometry and surface finish of coated and uncoated tubes

Tube
Label

Di
~mm!

Do
~mm!

Substrate
Material

Surface
Finish

Coatings
Applied

Bare Gold 12.7 13.3 Al Machine 50 Å Ti and 500 Å Au
SAM-on-Gold 12.7 13.3 Al Machine 50 Å Ti, 500 Å Au, and SAM
SAM-on-Copper 12.7 13.3 Cu Mirror SAM
SAM-on-Cu-Ni 12.7 13.9 90/10 Cu-Ni Mirror SAM
FWC 12.5 13.2 Al Machine Oxidation

Fig. 4 Overall heat transfer coefficient „Uo… versus coolant ve-
locity during dropwise condensation „DWC… of steam on coated
tubes
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pressure, and 1.7 to 2.5 under vacuum conditions for Cu-Ni/SAM;
and 2.4 to 2.9 at atmospheric pressure, and 1.8 to 2.0 under
vacuum conditions for Al/Ti/Au. The results not only show the
effect of the DWC coating, but also the effect of thermal conduc-
tivity of the tubes on the heat transfer enhancement, with higher
thermal conductivity tubes yielding higher heat transfer aids. It is
interesting to note that the overall heat transfer coefficientUo for
bare-gold tubes are initially higher than that for SAM-on-Cu-Ni
tubes, but asVcw increases,Uo for Cu-Ni tubes crosses above the
bare-gold values. This could be due to the fact that the wall-
thermal resistance of Cu-Ni is 1/10th of Al tubes, and for lower
Vcw , Uo is dominated by thermal resistance. However, at higher
flow rates,Uo gets dominated byho which is much higher for
Cu-Ni than that for bare-gold. In addition, the overall heat transfer
coefficient, and hence the enhancements, are more pronounced at
atmospheric operating pressures than at low pressures.

5.2 Condensation Heat Transfer Coefficients and En-
hancements. The steam-side heat transfer coefficient (ho) is
tabulated in Table 3 and plotted in Fig. 5 as a function of the
subcooling,DT, the temperature difference between steam and
outer tube wall, obtained by data reduction~Eq. ~12!!. The figure
shows plots ofho for both ~a! atmospheric and~b! vacuum con-
dition. The FWC data is also plotted for comparison, along with
the Nusselt theory results for FWC of quiescent vapor. The FWC
data lie above Nusselt theory due to a small effect of vapor shear.
The plots also show ‘‘high,’’ ‘‘low,’’ and ‘‘maximum’’ uncer-
tainty for each tube-type as error bars. The error bar on SAM-on-
copper-nickel is the highest of all, and if taken properly into ac-
count, it is hard to distinguishho for SAM-on-copper and SAM-
on-copper nickel. The values for SAM-on-gold-coated-aluminum
is significantly lower than that for SAM-on-copper or SAM-on-
copper-nickel, with bare-gold-on-aluminum~without SAM! being
the lowest of all the DWC cases.

All of the SAM-coated tubes exhibit large increases in condens-
ing coefficients, compared to FWC case. The SAM-on-copper and
SAM-on-copper-nickel tubes show enhancements of 14–15 at at-
mospheric pressure and 5–6 under vacuum conditions. The en-
hancement values for SAM-on-gold-coated-aluminum tubes are
approximately 9 and 4, respectively, at atmospheric and vacuum
conditions. The gold-coated-aluminum without SAM coating gave
enhancements of about 3 at atmospheric and 2 under vacuum. The
improvement during DWC results primarily from the presence of

numerous microscopic-sized drops on the hydrophobic surfaces
that do not exist during FWC. Active sweeping of larger drops
from above help continue the nucleation of small droplets on the
surface, after a larger drop sweeps off the surface; the DWC cycle
then repeats itself. This sweeping effect controls the size of drops
on the lower part of the tube, as they are prevented from growing
too large due to their coalescence into the sweeping drop.

The heat transfer coefficients for atmospheric condition for all
the runs were found to be greater than those under vacuum con-
dition. In general, the ratio of atmospheric~101 kPa!values to
those under vacuum~10 kPa!were approximately 2.9 for SAM-
on-copper, 2.2 for SAM-on-copper-nickel, 2.3 for SAM-on-gold-
coated aluminum, and 1.3 for bare-gold-on-aluminum, for the
same amount of subcooling. For vertical copper surfaces, Tana-
sawa@6# reported a similar increase in the dropwise heat transfer
coefficient with increasing pressure, with ratios of about 2.2 to 2.8
for a pressure increase from 10 kPa to 100 kPa. One possible
explanation for the smaller values at lower pressures may be the
fact that at lower pressures, and hence lower temperature and heat
flux, the drop departure diameter is larger due to a larger surface
tension force. This trend may further be affected by the interphase
mass transfer resistance, as pointed out by Briggs and Rose@30#.

5.3 Effect of Substrate Material, Surface Roughness, and
Metal-SAM Bond. Table 3 summarizes the experimentally de-
termined enhancement ratio for each experimental run. As evident
from this table, DWC on a SAM-on-Cu tube gives the highest
enhancement value of about 14 above the complete FWC case at
atmospheric pressure, and about 6 at vacuum. There is an approxi-
mate 24 percent decrease in the outside heat transfer coefficient of
aluminum tubes over that of copper tubes at vacuum and about a
40 percent decrease at atmospheric pressure. The enhancement
values with the bare-gold coating on aluminum further decrease
by 30 percent under vacuum, and by about 53 percent at atmo-
sphere. The enhancement for Cu-Ni tube is as good as copper
under vacuum and atmospheric condition, within the experimental
error. To explain these trends, we need to consider three factors
influencing the DWC characteristics, namely, the substrate mate-
rial, the surface finish, and the hydrophobicity of the metal-SAM
bond for different substrates.

Two schools of thought exist on the effect of substrate material
on the heat transfer coefficient. One theory, held by Aksan and
Rose@31#, suggests that the type of substrate has no effect on the

Table 2 Increase in overall heat transfer coefficient for coated tubes compared to FWC at
minimum and maximum coolant flow rates

Tube Label
Substrate
Material

Atmospheric
Pressure

Vacuum
Condition

Min. Vcw Max. Vcw Min. Vcw Max. Vcw

SAM-on-Cu Cu 2.5 4.6 1.9 3.0
SAM-on-Gold Al/Ti 2.5 4.1 1.9 2.3
SAM-on-Cu-Ni Cu-Ni 2.0 3.2 1.7 2.5
Bare Gold Al/Ti 2.4 2.9 1.8 2.0

Table 3 Comparison of DWC enhancements with SAM coatings on copper, copper-nickel, and
gold-coated-aluminum tubes. „Values of h o for FWC were taken at DTÄ52°C at atmospheric
pressure and DTÄ17°C under vacuum conditions. …

Tube Label
Substrate
Material

Surface
Finish

Atmospheric
Pressure

Vacuum
Condition

ho
kW/m2 K

Dho
%

eDT ho
kW/m2 K

Dho
%

eDT

FWC Al Machined 10 10% 1 11 15% 1
Bare Gold Al/Ti Machined 35 10% 3.5 26 12% 2.4
SAM-on-Gold Al/Ti Machined 88 11% 8.8 41 16% 3.8
SAM-on-Cu Cu Polished 141 13% 14.1 50 19% 5.0
SAM-on-Cu-Ni Cu-Ni Polished 144 22% 14.4 60 30% 5.5
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DWC heat transfer behavior. The differences in the heat transfer
between different substrates can be attributed to discrepancies in
how a promoter bonds to a substrate and in the resulting surface
conditions. In addition, Holden et al.@4#, through their evaluation
of organic coatings, came to a similar conclusion. The other
theory, held by Tanasawa@6# and Mikic @32#, states that at a given
subcooling, the DWC heat transfer rate must be lower on a poorly
conducting surface. Tsuruta and Tanaka@33# carefully measured
DWC heat transfer coefficients on quartz glass, stainless steel, and
carbon steel, and found that, in fact, the heat transfer coefficient
does decrease with decreasing surface thermal conductivity.

The trend observed in the present study seems consistent with
and adds credence to the theory that substrate conduction plays an
important role in DWC. The thermal conductivity of aluminum is
about half that of copper, and hence, the aluminum tube should
produce lower heat transfer coefficients. When one realizes that
SAM-coated-gold surfaces are much more resilient and hydropho-
bic than SAM-coated-copper surfaces~as exhibited by the quality
of the drops seen on the video recordings!, one would expect
better heat transfer performance on the gold-coated aluminum
tubes. However, the experimental results show the contrary, indi-
cating that the effect of substrate thermal conductivity is
significant.

Another possible reason for the reduction in heat transfer of
aluminum DWC tubes may be due to surface roughness. The alu-
minum DWC tubes were not polished prior to the coating of tita-
nium, gold, and SAM. They had an ‘‘as-machined’’ finish. On the
other hand, the copper and Cu-Ni tubes were polished in a five-
step polishing procedure to a mirror finish~@29#!. Roughness on a
surface tends to decrease DWC heat transfer~@34#!, as the drops

experience additional drag and greater retention on rough surfaces
compared to smooth ones. One way to eliminate the ambiguity of
the results is, of course, to polish aluminum tubes using the same
five-step procedure and retest.

In the case of the results for SAM-on-Cu-Ni tubes, the above
reasons take a different direction. SAM-on-Cu-Ni has an enhance-
ment almost similar to SAM-on-Cu. Both these tubes were pol-
ished to the same mirror finish following the same procedure, so
that surface roughness of both tubes was nearly the same. How-
ever, while the thermal conductivity of Cu-Ni is almost eight
times lower than that for copper, there is no decrease in the en-
hancement, contradicting the conductivity theory. Nevertheless,
the overall heat transfer~Fig. 4! for SAM-on-Cu-Ni does show
values lower than SAM-on-Al/Ti, which is lower than SAM-on-
Cu, and this conforms to the conductivity theory. On the other
hand, compared to the enhancement obtained for SAM-coated
Cu-Ni Korodense tubes~@24#!, the condensation heat transfer co-
efficient for SAM-on-Cu-Ni tube is almost three times higher in
case of the smooth tubes. Given the fact that Korodense tubes
have higher internal enhancements, there are only two possible
reasons for this lower external enhancement on Korodense tubes:
~1! the grooves in the Korodense tube have thick films which
reduce the effect of dropwise enhancement, and~2! the smooth
tube was highly polished, whereas the Korodense tube was not,
exhibiting a strong effect of roughness.

5.4 Condensate Dynamics. The condensation dynamics for
all the tubes and test-runs were video recorded. For the bare-gold
tube, patches of filmwise and dropwise zones throughout the axial
length of the tube were present. The bottom part of the tube,
however, was observed to be almost complete filmwise for most
condensation rates and most of the runs, except at high heat flux
when the bottom was completely filmwise in appearance. The
video also showed a transition from larger filmwise zones to
smaller filmwise zones with subsequent runs. The drops at the top
of the tube were mostly flat and showed very low contact angles.
The drops were observed to be less flat in the later runs, indicating
stronger dropwise characteristics.

The SAM-coated gold, copper, and copper-nickel tubes showed
very discrete drops/droplets all across the tube. Figure 6 shows a
still frame from the video-recording of SAM-coated copper tube.
The contact angles were larger than 100 deg, and no patches of
any filmwise zone were observed. The contact angle for the SAM-
on-gold tube appeared larger than that on SAM-on-Cu and SAM-
on-Cu-Ni tubes, which is expected since the strongest SAM is
formed on gold surfaces~@21–22#!. However, the drop sizes were

Fig. 5 Heat transfer coefficient versus vapor to tubewall tem-
perature difference during dropwise condensation „DWC… of
steam on coated tubes

Fig. 6 Photograph of dropwise condensation on self-
assembled monolayer „SAM… coated copper tube under atmo-
spheric condition. Captured from condensation video.
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about the same for all three surfaces. The droplets coalesced very
rapidly into larger drops, with coalescence effect being so strong
in some regions that a few droplets were observed to evenmove
up against gravityin order to merge into larger drops. The drops
at the top of the tube were still quite large, but had much larger
contact angles than observed for the bare-gold tube.

5.5 Some Issues in DWC and Future Work. Even though
the hydrophobic coatings enhanced the heat transfer by about a
factor of 3 to 10 depending on the pressure and substrate material
~surface characteristics!, these enhancements are much lower than
reported values on vertical surfaces. The main reason for this
lower enhancement for horizontal tubes can be attributed to the
relatively large size of the drops at the top and bottom of the
horizontal tubes which do not occur on vertical surfaces. In the
case of vertical surfaces, drops depart easier and sweep the sur-
face at higher frequencies. For horizontal tubes, therefore, a few
fundamental issues must still be resolved. For example, how can
one remove large ‘‘dead’’ drops at the top and bottom of horizon-
tal tubes? How can drop departure diameters be kept small? How
can the drainage at the top, sides and bottom of the tubes be
controlled? These issues are not very easy to resolve, and require
additional research.

6 Conclusions
Organic self-assembled-monolayer~SAM! coatings have been

used, for the first time, to enhance steam condensation on hori-
zontal tubes through dropwise condensation. SAMs are formed on
tube-metal surfaces to create a hydrophobic surface. SAMs have
negligible heat transfer resistance, and pose no contamination
threat to the system. The coating is characterized by strong cova-
lent bonds between alkylthiol and metal. In addition to gold-
coated aluminum tubes, the coating has been applied directly to
copper and copper-alloy~90/10 Cu-Ni!tubes, with equally effec-
tive results. Although the coating looks promising due to strong
covalent bond, the durability needs to be determined before it can
be commercialized. The highlights of this study can be summa-
rized as follows:

1 The quality of the drops was similar for the three different
SAM surfaces: SAM-on-gold, SAM-on-copper, and SAM-on-
copper-nickel, with contact angles greater than 100 deg. The gold-
coated aluminum surface, however, exhibited slightly better qual-
ity in the video-recording. In comparison, the quality of drops on
the bare-gold surface~i.e., with no SAM present! was inferior,
with contact angles less than 90 deg.

2 The size of the drops was observed to be relatively large
~2–3 mm! at the top and bottom of the tube. The drops were much
smaller around the vertical side of the tube. These smaller drops
were generally swept away by the larger drops departing from the
top.

3 The SAM coating was found to increase the DWC conden-
sation heat transfer coefficient over the FWC case, under atmo-
spheric operating conditions, by a factor of 14 for SAM-on-copper
tubes, nine for SAM-on-gold-coated-aluminum tubes, and 14 for
SAM-on-copper-nickel tubes. The enhancement values under
vacuum conditions were 5 for Cu and Cu-Ni and 3.8 for SAM-
on-gold-coated-aluminum. Comparatively, the heat transfer coef-
ficient obtained with a bare-gold-coated aluminum tube was about
3.5 times that of the FWC case, under atmospheric conditions, and
about 2.4 times under vacuum operation.

4 Variations in the measured enhancement with the SAM-
coated tubes may be due to the thermal conductivity of the sub-
strate metal, the surface roughness, or to the surface chemistry of
the SAM-metal bond. Additional testing is therefore required to
elucidate which mechanisms are most important.
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Nomenclature

A 5 area
Ci ,Co 5 leading coefficients in Eqs.~3! and ~8!

Cp 5 specific heat
D 5 diameter
g 5 gravitational acceleration
h 5 heat transfer coefficient

hf g 5 latent heat of vaporization
k 5 thermal conductivity
L 5 active condensation length
ṁ 5 coolant mass flow rate
Pr 5 Prandtl number
Re 5 Reynolds number
T 5 temperature

DT 5 temperature difference between saturated steam and
tube outer surface, (Ts2Tw)

Uo 5 overall heat transfer coefficient, Eq.~1!
X,Y 5 variables defined in Eqs.~10! and ~11!

Greek Symbols

e 5 heat transfer enhancement, as defined in Eq.~13!
m 5 viscosity
V 5 variable defined in Eq.~4!
r 5 density
s 5 surface tension
j 5 variable in Petukhov-Popov correlation, Eq.~5!

Subscripts

ci 5 cooling water in
co 5 cooling water out
cw 5 cooling water

DWC 5 dropwise condensation
f 5 condensate

FWC 5 filmwise condensation
i 5 inside
o 5 outside
s 5 saturation state

w 5 tube-wall
wo 5 tube-wall outer surface
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The Numerical and Experimental
Study of Non-Premixed
Combustion Flames in
Regenerative Furnaces
A numerical procedure is presented to predict the turbulent non-premixed combustion
flames in regenerative furnaces. A moment closure method with the assumedb probability
density function (PDF) for the mixture fraction is used in the present work. The procedure
is applied to an experimental regenerative slab reheat furnace developed in NKK to
demonstrate its predictive capability. The predictions are compared with the experimental
data. The comparison is favorable.@S0022-1481~00!01302-5#
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1 Introduction
Fuel consumption in industrial furnaces represents a significant

percentage of the total processing cost. In order to increase the
furnace thermal efficiency and reduce the fuel consumption, it is
important and necessary to understand the physical phenomena of
the combustion process in furnaces. The flow, heat, and mass
transfer in gas-fired reheat furnaces are complicated by the inter-
action of turbulence and chemical reactions. A considerable
amount of research has been conducted in modeling turbulent
combustion flames, such as the works of Magnussen and
Hjertager@1#, Spalding@2#, Janicka and Kollmann@3#, Pope@4#,
Cook @5#, Chen and Kollmann@6#, Buch et al.@7#, Gaffney et al.
@8#, Smith et al.@9#, Boardman et al.@10#, Chen et al.@11# and
Peters and Weber@12#. However, the open literature has given
little attention to the predictive capability of numerical models for
the simulations of the flow and composition fields in gas-fired
reheat furnaces with moving slabs. The present work is a step
forward to fill this gap. This work is a further extension of the
recent work by Zhang et al.@13# in which the numerical predic-
tions of the experimental furnace were accessed by comparison to
the preliminary experimental data.

In this work, the moment closure method is used to simulate the
turbulent non-premixed combustion processes in regenerative fur-
naces. Since fluctuations appear in the temperature and species
concentrations, which in turn introduce fluctuations in the reaction
rate coefficients and species production term, the assumed-shape
PDF method is applied to account for the effects of turbulent
fluctuations on combustion. The combustion model based on the
chemical equilibrium concept is employed to specify the instanta-
neous thermochemical state of the combustion mixture and to take
into account the intermediate species formation and dissociation.
The standardk–« model with a wall function is used to model the
turbulence behavior. The moving steel slabs in the furnace are
modeled by solving an additional conduction equation. The radia-
tion heat transfer rate is determined by theP– 1 model. The pre-
dicted temperature distributions inside the experimental furnace
are compared with the experimental data to evaluate the predictive
capability of the numerical model.

2 Turbulent Combustion Model

2.1 Conservation Equations. Since the flows in furnaces
are turbulent and reactive, the Favre-averaged form of conserva-
tion equations is used in this study to account for the effects of
density change. The steady three-dimensional conservation equa-
tions of mass, momentum, and energy can be expressed as~@14#,
@12#!

]

]xi
~ r̄ũi !50 (1)

]

]xi
~ r̄ũi ũ j !5

]

]xj
FmeS ]ũi

]xj
1

]ũ j

]xi
D2S 2

3
me

]ũl

]xl
D G2

] p̄

]xi
(2)

whereme5m1m t , m t5 r̄Cmk2/« andCm50.09

]

]xi
~ r̄ũi h̃!5

]

]xi
S m t

sh

]h̃

]xi
D 1S̃h (3)

whereSh consists of sources of enthalpy due to chemical reaction
and radiation.

Besides the above conservation equations, the moving steel
slabs in the furnace are modeled by solving the following conduc-
tion equation:

]

]xi
~rsui ,sCpsTs!5

]

]xi
S ls

]Ts

]xi
D . (4)

2.2 Turbulent Model. For the standardk–« model ~@15#!,
k and« transport equations are expressed as

]

]xi
~ r̄ũik!5

]

]xi
S m t

sk

]k

]xi
D1Gk2 r̄« (5)

]

]xi
~ r̄ũi«!5

]

]xi
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«
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where

Gk5m tS ]ũ j

]xi
1

]ũi

]xj
D ]ũi

]xi

Cl51.44,C251.92,Cm50.09,sk51.0, ands«51.3.
As near-wall boundary conditions, values ofk and« at the first

grid node are related to the wall shear stress by assuming local
equilibrium in the near-wall layer.
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2.3 Combustion Model. For turbulent non-premixed com-
bustion, the time scales of turbulent mixing are large as compared
with the time scales of the conversion of fuel. Thus, a widely used
approach in the modeling of non-premixed turbulent reacting
flows is to assume fast chemistry. It results in a considerable
simplification for modeling and does allow a reasonably accurate
description of many features, including the fields of temperature
and concentrations of major species~@14#!. Also, it is reasonable
to assume that all species and enthalpy have equal diffusion coef-
ficients for turbulent flows. Under these assumptions, the instan-
taneous thermochemical state of the mixture in a turbulent non-
premixed combustion system is a function of the instantaneous
mixture fraction and enthalpy only, i.e.,

f5f~ f ,h! (7)

wheref may denote an instantaneous species concentration, tem-
perature or fluid density, andf is the mixture fraction which is
defined as

f 5
Zk2Zko

Zk f2Zko
. (8)

Based on the assumption that chemistry is fast enough for
chemical equilibrium always to exist, the functionf( f ,h) can be
determined by minimizing the Gibbs free energy. Temporal fluc-
tuations can be accounted for by using a joint PDF,P( f ,h). How-
ever, the computation ofP( f ,h) is not practical for engineering
applications. If we assume that the heat losses do not significantly
affect the turbulent enthalpy fluctuations, we haveP5P( f ).
Then, the Favre-averaged values off can be calculated by

f̃5E
0

1

P~ f !f~ f ,h̃!d f . (9)

The fluid density in the Favre-averaged equations is evaluated by

r̄5F E
0

1 P~ f !

r~ f ,h̃!
d fG21

. (10)

The b-PDF is widely used in turbulent combustion simulations
@11#. So, theb-function is selected as the PDF of the mixture
fraction.

P~ f !5
f a21~12 f !b21

E f a21~12 f !b21d f

(11)

where

a5 f̃ S f̃ ~12 f̃ !

f 8̃2
21D and b5~12 f̃ !S f̃ ~12 f̃ !

f 8̃2
21D .

f̃ and f 8̃2 can be obtained by solving their corresponding transport
equations as given below~@14#!:
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(13)

wheres t50.7, Cg52.86, andCd52.0.
The mean mixture fraction,f̃ , is 1 at the fuel inlet and 0 at the

oxidizer inlet. The mean mixture fraction variances,f 8̃2, are 0 at
both fuel and oxidizer inlets.

2.4 Radiation Model. In this work, the P– 1 radiation
model@16# is used to calculate the radiation transfer source terms
in the enthalpy equation. The mean radiation flux,q̃, is deter-
mined by the following equation:

2¹q̃5au24asT̃4 (14)

whereu is calculated by the following transport equation:

¹~G¹u!2au14asT̃450 (15)

whereG51/(3(a1ss)). A variable absorption coefficient model,
weighted-sum-of-Gray-Gases model, is used to determine the ab-
sorption coefficient,a. Since the scattering coefficientss is very
small in most clear gas combustion systems, a very small value,
10E-6, suggested by FLUENT is used. This is clear gas combus-
tion. Therefore, there is no soot generated.

3 Experimental Furnace
The furnace selected for this study is an experimental regenera-

tive continuous slab reheat furnace with the inner dimensions of
83433 m3. The configuration of the furnace is depicted in Fig.
1. The origin of the coordinate system is located at the front-left-
bottom corner of the furnace. The geometrical parameters are
listed in Table 1. Regenerative burners are used in this furnace to
increase the furnace thermal efficiency. By using regenerative
burners, the combustion air is preheated by utilizing the heat in
the exhaust gases that is normally discharged to the atmosphere in
conventional furnaces. So, the fuel consumed to heat the combus-
tion air can be reduced and the furnace thermal efficiency can be
increased. In this furnace, there are four pairs of regenerative
burners in which one burner of a pair is placed on the front wall
and the other one is on the back wall of the furnace as shown in
Fig. 1. Each regenerative burner contains a ceramic honeycomb
regenerator that absorbs heat from the exhaust gases during the
exhaust cycle and releases heat to the combustion air during the
firing cycle. One burner of a pair serves as an exhaust gas heat
extractor and storage bed while the other one is in a firing mode.
The exhaust/firing cycles are reversed every 30 seconds. When the
combustion air passes through the honeycomb regenerator, it is
preheated to a temperature close to the flue gas temperature before
it enters the furnace. Exhausting 80 percent of the flue gases
through the burner outlets is sufficient to preheat the combustion
air. So, the furnace also contains an auxiliary exhaust outlet of
diameter 450 mm on the left-hand side of the furnace wall as

Fig. 1 Configuration of the furnace

Table 1 Geometrical parameters of the furnace

Furnace length 8 m
Furnace width 4 m
Furnace height 3 m
Slab width 3.5 m
Slab thickness 110 mm
Air nozzle diameter 151 mm
Fuel nozzle diameter 28 mm
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shown in Fig. 1. The center of the exhaust outlet is located at 2 m
from the bottom of the furnace wall and 2 m from the front of the
furnace wall. The combustion air, fuel, and exhaust gases flow
directions, and the slab moving direction are shown in Fig. 2. For
the convenience of description, the furnace is divided into two
zones as shown in Fig. 2. The left-hand half of the furnace is
named as Zone #1 and the right-hand half is named as Zone #2.

The operating conditions are listed in Table 2, which are ob-
tained from the measurements. The burner capacity is 1163 kW
~i.e., 106 kcal/h! per burner. Under the selected operation condi-
tions, the burners in Zone #1 and Zone #2 are operated at 77.0
percent load and 48.5 percent load, respectively. The total fuel
thermal input rate to the furnace is 2919 kW, i.e., 1791 kW to
Zone #1 and 1128 kW to Zone #2.

Figure 3 sketches the configuration of the burners used in this
experimental furnace. Each burner consists of one air injection
nozzle and two fuel injection nozzles. The air injection nozzle is
located in the center of the burner and the two fuel injection
nozzles are placed on the corners. The combustion air and fuel are
injected separately along they-direction into the furnace at high
velocities in order to achieve good mixing of the combustion air
with the flue gases before combustion occurs. The center of the
burner, which is also the center of the air nozzle, is located at 1.5
m from the bottom of the furnace as shown in Fig. 1. The distance
between the centers of two adjacent burners is 2 m and the dis-
tance between the center of the burner and the furnace wall is 1 m
as shown in Fig. 2.

Water-cooled skids are placed on the bottom of the furnace,
which are not shown in Fig. 1. There are four cooling pipes
equally located along thex-direction and three cooling pipes
equally located along they-direction in order to cool the skids.
These cooling pipes extract heat at a rate of 271 kW. Low-carbon
steel slabs are fed into the top of the skids continuously at an

average speed of 0.000833 m/s along thex-direction. The slab is
located atz50 in Fig. 1. The density, thermal conductivity, spe-
cific heat, and surface emissivity of the slabs are 7600 kg/m3, 27.0
W/mK, 0.749 kJ/kgK, and 0.8, respectively.

The furnace walls consist of three layers. The outer layer is a
steel cover layer of thickness 4.5 mm. The middle layer is a re-
fractory layer with thickness of 200 mm and thermal conductivity
of 0.14 W/mK. The inner layer is a coating layer with thickness of
50 mm and thermal conductivity of 0.24 W/mK.

Fig. 2 Top view of the furnace

Fig. 3 Configuration of the burner

Table 2 Operating conditions of the furnace

Zone #1 Zone #2

Fuel thermal input rate 1791 kW 1128 kW
Combustion air inlet temperature 1455 K 1358 K
Combustion air inlet velocity 69.5 m/s 41.0 m/s
Fuel inlet temperature 303 K 303 K
Fuel inlet velocity 70.8 m/s 44.6 m/s
Excess air ratio 1.143 1.147
Slab inlet temperature 296 K
Slab speed 0.000833 m/s
Combustion air composition~vol.%! N2: 79%; O2: 21%
Fuel composition~vol.%! CH4: 12.9%; C2H2: 1.2%; CO:23.7%;

CO2: 10.6%; H2: 25.5%; H2O: 1.3%;
N2: 24.8%;
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4 Numerical Simulations
The code, FLUENT, is used for the simulations in the present

work. A control volume approach~@17#! is used in which a non-
staggered grid arrangement is employed to discretize the differen-
tial governing equations. The interpolations between the grid
points are accomplished via a first-order power-law scheme. The
velocity and pressure fields are linked by the SIMPLEC algorithm
proposed by van Doormaal and Raithby@18#. The discretized gov-
erning equations are solved by sweeping plane by plane in one of
the three directions. An iterative line-by-line matrix solver with a
multigrid acceleration scheme is used on each plane.

The numerical simulations are carried out on a nonuniform grid
of 89325331 nodes along thex-, y- andz-coordinates to accom-
modate the locations and sizes of the slab, air and fuel injection
nozzles, and auxiliary exhaust tube. The grid independence test
from the previous work~@13#! indicated that the grid of 89325
331 can give essentially grid independent results~i.e., the maxi-
mum temperature difference between the results obtained using
the grid of 89325331 and a finer grid was less than one percent!.

The combustion process in the experimental regenerative fur-
nace is a periodical process since the exhaust/firing cycles are
reversed every 30 seconds. Nevertheless, the previous simulations
using periodical boundary conditions indicated that, during each
cycle, the combustion process would reach steady state after three
to four seconds. In other words, the process has already reached
steady state long before the cycle is reversed. So, in this work, the
steady-state turbulent combustion process is simulated in which
the exhaust/firing cycles will not be reversed. The numerical
simulations are performed when the first and third burners on the
front wall and the second and fourth burners on the back wall are
in the firing mode.

In the simulations, the top and side of the furnace walls are
treated as convection/radiation walls. The overall external heat
transfer coefficient,ho , is determined based on the thermal resis-
tances of the refractory and coating layers, and the thermal resis-
tance of the convection heat transfer between the wall and the
surroundings, i.e.,

ho5S 1

a
1

Lr

l r
1

Lc

lc
D 21

(16)

where a is the convection heat transfer coefficient between the
furnace walls and the surroundings. The temperature of the sur-
roundings is 23°C. The thermal resistance of the steel cover of the
furnace is neglected. The convection between the furnace walls
and surroundings is treated as free convection. A typical value of
free convection heat transfer coefficient between gases and solid
surfaces is 2–25 W/m2K ~@19#!. A value of 10 W/m2K is taken in
the simulations. This value was not adjusted to get the results to
agree with the experiments since it accounts for only a small
portion in the overall thermal resistance. A value of 0.58 W/m2K
is obtained forho using Eq.~16!. The bottom wall of the furnace
is considered as a wall with a constant heat flux of 8.47 kW/m2.
This value is determined from the heat rate extracted by the cool-
ing pipes in the bottom of the furnace.

5 Experimental Measurement

5.1 Measurement Program. The measurement program in-
cludes flue gas temperatures at 90 locations inside the experimen-
tal furnace. A computerized data acquisition and process control
system is installed on the experimental furnace. TheB-type ther-
mocouples are used to measure the flue gas temperature inside the
furnace. The diameter of each thermocouple probe is 1.6 mm. The
probes are shielded against radiation. The accuracy of the tem-
perature measurement system is610°C at 1300°C, which is sup-
plied by the manufacturer. The measurements of the flue gas tem-
perature are made at 18 fixed locations on the horizontal plane as
shown in Fig. 4. The thermocouples are inserted into the furnace
from the top of the furnace and they can be moved vertically

~z-direction!. The uncertainties associated with the probe positions
are 610 mm in the x- and y-directions, and62 mm in the
z-direction. The measurements are performed for five horizontal
planes at the vertical distances from the bottom of the furnace of
z50.5, 1.0, 1.5, 2.0, and 2.5 m.

5.2 Experimental Uncertainty Analysis. The uncertainty
of the experimental measurements is calculated based on the com-
bination of the bias error limit,B, and precision error limit,P.

U5A~B21P2! (17)

The precision error limit, which can be determined by repeated
measurements of the variable of interest, is related to the standard
deviation of the measurements. The standard deviation of the tem-
perature measurements,ST , is given as

ST5
A(

i 51

n

~Ti2T̄!2

n21
. (18)

The standard deviation of the mean temperature is related to the
standard deviation of the measurements by~@20#!

ST̄5
ST

An
. (19)

The precision error limit in the mean value can be determined by
~@20#!

P5tST̄ (20)

wheret is a function of the confidence level and the degrees-of-
freedom. At a 95 percent confidence level with a large number of
samples~over 30!,t52.0 ~@20#!. The number of samples taken in
this experiment is more than 60. Therefore, the value oft is taken
as 2.0.

In this work, the average precision error at all temperature mea-
surement locations is 4.03°C for a confidence level of 95 percent.
The maximum and minimum values of the precision error limits
are 9.26°C and 0.84°C, respectively. As suggested by Wheeler
and Ganji@20# the accuracy of the measurement system supplied
by the manufacturer should be treated as the bias error limit. Thus
the value ofB is 10°C. The uncertainty can be determined using
Eq. ~17!. The average uncertainty is 10.8°C. The maximum and
minimum uncertainties are 13.6°C and 10.0°C, respectively.

6 Predicted Results
The variation of the temperature on the slab that is located on

the bottom of the furnace is shown in Fig. 5. The slab temperature
along the slab moving direction~x-direction! increases gradually
due to the heat transfer to the slab and it is fairly uniform in the
cross-sectional direction~y-direction!. The temperature distribu-
tion on the horizontal plane that cuts through the combustion air
injection ports (z51.5 m) is also depicted in Fig. 5. This figure
shows the four main reaction regions characterized by a high level

Fig. 4 Locations of temperature measurement
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of temperature. It is noticed that the centers of the two main
reaction regions in Zone #1 have slightly higher temperatures in
comparison with the centers of the other two main reaction re-
gions in Zone #2. This may be attributed to the fact that the fuel
and combustion air input rates to Zone #1 are higher than these to
Zone #2. The combustion in Zone #1 occurs at a higher rate which
results in a higher temperature. On the other hand, the temperature
outside of the main reaction regions in Zone #2 is slightly higher
than that in Zone #1 since the slab temperature is higher in Zone
#2. The results also indicate that 98 percent of the heat transferred
to the slab is by radiation and only two percent of the heat is
transferred to the slab by convection.

7 Comparisons and Discussion
Since the numerical simulations are performed when the first

and third burners on the front wall and the second and fourth
burners on the back wall are in the firing mode, the experimental
data used here are time-mean values obtained during the cycles
when the first and third burners on the front wall and the second
and fourth burners on the back wall are in the firing mode. Typi-
cally, the time-mean values are average values over five to six
cycles.

Comparisons for the flue gas temperature distributions are made
for y50.4 m atz51.5 and 2.5 m,y51.2 m atz51.5 and 2.5 m,
and y52 m at z50.5, 1.0, 1.5, 2.0, and 2.5 m along the
x-direction, respectively, as shown in Fig. 6. The overall agree-
ment is good considering the complexity of the turbulent combus-
tion process in the furnace and the uncertainty of the experimental
data.

The temperature distributions atz52.5 m which is close to the
top of the furnace are relatively uniform. The temperature atz
50.5 m increases in thex-direction due to the effect of the slab
temperature distribution. The agreement between the prediction
and experiment is very good atz52.5 m. The agreement is also
very good atz50.5 m except the point close to the slab exit end
of the furnace where the temperature is overpredicted. Sincez
50.5 m is close to the bottom of the furnace, the heat loss through

the gap between the slab outlet and the furnace wall may cause the
lower flue gas temperature at the slab exit end of the furnace.

The numerical predictions show that the highest temperature on
the horizontal plane ofz51.5 m occurs in the center of the second
main combustion region as shown in Fig. 5. The experimental
data confirmed this result. Aty50.4 and 1.2 m, andz51.5 m,
both the predicted and experimental results show that the highest
temperatures occur in the center of the second main combustion
region. The agreement is good in these regions. However, a rela-
tively large discrepancy between the predicted and experimental
results occurs aty52 m, andz51.5 andz52 m. At the horizon-
tal plane ofz51.5 m, the peak temperatures at the centers of the
main combustion regions are overpredicted. Since the combustion
air injection nozzles are located atz51.5 m and the combustion
air is injected into the furnace in they-direction, the predicted
peak temperatures occur atz51.5 m. But, the measured peak tem-
perature aty52.0 m occurs at the second main reaction region on
z52.0 m. A possible explanation for the large difference may be
attributed to the inlet combustion air flow distribution which, un-
fortunately, at this stage of the experimental program, there is as
yet no available information. In the simulations, the inlet velocity
profile of the combustion air is assumed to be uniform and in the
y-direction only. In the experiment, however, the combustion air
from the second burner may flow into the furnace with an upward
vertical velocity component. It is also noticed that the predicted
temperatures at the first and fourth main reaction regions aty
52 m andz52 m agree well with the measured values. Never-
theless, the measured values in the first and fourth main reaction
regions atz51.5 m are much lower than the predicted data. This
may be due to the heat loss through the gaps between the furnace
walls and slab inlet and outlet.

8 Conclusions
The numerical simulations of turbulent non-premixed combus-

tion process for a regenerative slab reheat furnace have been car-
ried out using the conserved scalar/PDF approach and the chemi-
cal equilibrium concept. The numerical simulations have provided

Fig. 5 Temperature distribution „K…
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detailed information on the flow and heat transfer fields in the
furnace, which is of primary importance in performing the design
analysis of furnaces. The comparisons with the experimental data
indicate that the predictive capability of the numerical model used
in this study is very encouraging and can be used as an analytical
and design tool.

Acknowledgments
This work has been supported by the New Energy and Indus-

trial Technology Development Organization~NEDO! under the
contract of the Development of Higher Thermal Efficiency New

Industrial Furnaces. The authors would also like to acknowledge
the support from the NKK Corporation for the Research Fellow-
ship ~for C. Z.!.

Nomenclature

a 5 absorption coefficient
B 5 bias error limit

Cg ,Cd 5 constants in the equations for the mixture frac-
tion and its variance

Cp 5 specific heat
C1 ,C2 ,Cm 5 constants in thek–« model

Fig. 6 Comparison of temperature distribution
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f 5 mixture fraction
f 82 5 mixture fraction variance

h 5 enthalpy
ho 5 overall external heat transfer coefficient
k 5 turbulent kinetic energy
L 5 thickness of the furnace wall layer
n 5 number of measurements
P 5 precision error limit

P() 5 probability density function
p 5 pressure
q 5 radiation flux
S 5 source term in the governing equation

ST 5 standard deviation of the temperature measure-
ment

ST̄ 5 standard deviation of the mean temperature
T 5 temperature
T̄ 5 mean temperature
U 5 uncertainty
ui 5 velocity component ini-direction

x, y, z 5 Cartesian coordinates
xi 5 Cartesian coordinate ini-direction
Zk 5 mass fraction of elementk

Greek Symbols

a 5 convection heat transfer coefficient
a, b 5 parameters inb-function

« 5 turbulent kinetic energy dispassion rate
f 5 general dependent variable
l 5 thermal conductivity
m 5 dynamic viscosity
r 5 density
s 5 Stefan-Boltzmann constant

sh ,sk ,s« ,s t 5 turbulent Prandtl/Schmidt number forh, k, «,
and f, f 82

ss 5 scattering coefficient

Subscripts

c 5 coating layer
e 5 effective
f 5 fuel inlet
h 5 property forh

i, j 5 coordinate direction identifiers
o 5 oxidizer inlet
r 5 refractory layer
s 5 slab
t 5 turbulent

Subscripts

2 5 conventional mean~Reynolds-averaged value!
; 5 density-weighted mean~Favre-averaged value!
8 5 Favre fluctuation variable
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Surface Tension Effects on
Post-Nucleation Growth of Water
Microdroplets in Supersaturated
Gas Mixtures
Immediately after nucleation in a superheated gas mixture, the very small size of liquid
droplets affects the condensation growth of the droplets in two ways: (1) The droplet size
may be comparable to the mean free path of the gas molecules, resulting in noncontinuum
transport effects, and (2) surface tension effects may strongly alter the conditions at the
interface of the droplet. In the study reported here, a direct simulation Monte Carlo
scheme was used to model the molecular transport during quasi-equilibrium condensation
growth of water microdroplets in a supersaturated mixture of water vapor and a noncon-
densable gas. In the simulation, the boundary condition at the droplet surface is treated in
a manner that allows us to model surface tension effects on transport. Results of calcu-
lations are presented for water vapor and argon mixtures for which some experimental
data on droplet growth rates exists. The simulation results indicate that surface tension
effects play a significant role in the determination of droplet growth rates during early
stages of droplet growth. In particular, the results indicate that the droplet growth rate,
droplet temperature, and the temperature slip at the interface pass through maxima as the
droplet grows. These trends are a consequence of the shift in equilibrium vapor pressure
due to surface tension effects at small droplet radii.@S0022-1481~00!02702-X#

Keywords: Condensation, Droplet, Microscale, Monte Carlo, Surface Tension

Introduction
Condensation of liquid microdroplets in a supersaturated mix-

ture of its vapor and a noncondensable gas is an important funda-
mental process during cloud formation in the atmosphere and in a
variety of technological applications. For the initial stage of drop-
let growth in such circumstances, the size of the droplets is often
comparable to the mean free path of the surrounding gas mol-
ecules. As the droplet grows, the heat and mass transfer associated
with the process traverses the transition regime between free mo-
lecular and continuum transport. Since neither free molecular
theory nor continuum theory is accurate in the transition regime,
prediction of the condensation growth of microdroplets in this size
range is particularly challenging.

There have been a number of investigations of noncontinuum
effects on condensation growth of droplets. In an early studies,
Kang @1#, Sampson and Springer@2#, Shankar@3#, Gajewski et al.
@4#, and Lou@5# developed kinetic-theory based analyses of drop-
let condensation growth. More recent investigations by Loyalka
@6#, Lang @7#, Chernayak and Margilevskiy@8#, Young @9–10#,
Peters and Paikert@11#, and Peters and Meyer@12# also explored
analytical extensions of kinetic theory as means of predicting heat
and mass transfer between a condensing droplet and a surrounding
gas at arbitrary Knudsen numbers. Widder and Titulaer@13# for-
mulated an analysis of transport to a condensing droplet in a su-
persaturated mixture of a light noncondensable gas and a heavy
vapor species. Their analysis was constructed in terms of the
Navier-Stokes equations and the Klien-Kramers equation for
Brownian motion of the vapor molecules. The governing equa-
tions were solved numerically to predict the droplet temperature
and growth rate for specified ambient conditions.

An alternate approach to the kinetic theory based models used

in the above studies is to use a molecular simulation model. This
type of approach has been used by El-Afify and Corradini@14# to
model low-pressure transient condensation of mercury vapor on a
vertical flat surface. In a subsequent paper, El-Afify and Corradini
@15# extended their simulation model to transient condensation of
mercury vapor on a flat vertical surface in the presence of a mono-
atomic noncondensable gas. More recently, a molecular simula-
tion model has been used by Carey et al.@16# to model conden-
sation growth of water microdroplets in supersaturated mixtures
of water vapor and a noncondensable gas. Droplet condensation in
a supersaturated gas is fundamentally different from the process
of condensation on a flat surface studied by El-Afify and Corra-
dini @14–15#. These investigators considered condensation in the
absence of forced or free convection. Except for the limiting case
of free molecular transport in the surrounding gas, condensation
on a flat surface is an intrinsically time-varying process in which
the thermal and mass concentration layers in the gas grow pro-
gressively thicker with time. In contrast, for any specified super-
saturated ambient conditions, steady temperature and concentra-
tion profiles are established in the gas for condensation on a
spherical droplet of fixed size.

For most circumstances of interest, the size of the droplet in-
creases significantly during the condensation growth over a time
interval that is relatively long compared to the time required to
achieve steady temperature and concentration fields in the sur-
rounding gas. In such circumstances, the transport in the gas at
any instantaneous radiusr d during the droplet growth is well ap-
proximated by the steady-state quasi-equilibrium transport that re-
sults for a droplet of fixedr d condensing at the specified ambient
conditions.

The microphysics of condensation in the presence of a noncon-
densable gas is significantly more complex than condensation of
the pure vapor phase of the liquid in the droplet. Condensation
removal of vapor at the droplet interface and mass diffusion result
in a water vapor concentration at the interface which can be sig-
nificantly different from that in the far ambient. For a quasi-
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equilibrium process, the interface temperature must equal the
saturation temperature of the liquid species at the partial pressure
of the vapor in the gas at the interface. Thus, the droplet surface
temperature cannot be specified a priori. Any transport analysis
scheme for this type of droplet condensation process must there-
fore include a means of determining the interface temperature as
an integral part of the analysis. Also, to handle an arbitrary mix-
ture, treatment of molecules that store energy by rotation as well
as translation must be incorporated into the model.

Two conditions must be satisfied for the quasi-equilibrium
model to accurately predict transport at any instant during the
droplet growth process. First, the time scale associated with inter-
nal conduction inside the droplet must be small compared to the
characteristic time associated with transport in the gas. Since the
liquid thermal conductivity is large compared to that of the vapor,
this condition is satisfied for the systems of interest here. This line
of reasoning implies that the temperature is essentially uniform
within the droplet but may vary slowly with time as the droplet
grows. In addition, the quasi-equilibrium model treats the radius
as fixed during the simulation, even though the droplet is actually
growing during the condensation process. This is a good approxi-
mation if the characteristic time of the droplet growth process
(r d /(drd /dt)) is large compared with the characteristic time for
transport in the gas. This requirement is met for the systems stud-
ied here. The droplet size changes significantly over milliseconds
while times on the order of microseconds are required to establish
steady transport in the gas.

In the very early stages of growth, immediately after nucle-
ation, the droplet size is comparable to or smaller than the mean
free path of the molecules in the surrounding gas. For such cir-
cumstances, the Knudsen layer region within about one mean free
path of the droplet surface is essentially a collision-free zone. This
is shown schematically in Fig. 1. Immediately after nucleation, the
droplet size may be so small that the extent of the Knudsen layer
is large compared to the droplet and the transport is in the free-
molecular regime. As the droplet grows, the size of the droplet
becomes comparable to and then larger than the thickness of the
Knudsen layer with the associated changes from free molecular
transport to the transition regime and then to continuum transport.

For very small droplets, the surface tension shifts the equilib-
rium vapor pressure from the flat interface value. Classical ther-
modynamics dictates that this shift is given by

Pve5Psat~Td!exp~r s /r d! (1)

where

r s5
2s lv

r lRTd
. (2)

In the above relation,Td is the droplet temperature,r d is the
droplet radius, andPsat(Td) is the flat-interface saturation pressure
for water atTd . When the radius of the droplet is large compared
to r s , the equilibrium vapor pressure at the droplet surface is that
for a flat interface, assuming that local thermodynamic equilib-

rium exists there. As seen in Fig. 2,r d must be smaller than 10r s
before the departure from the flat-interface vapor pressure is sig-
nificant. In general, however, the departure from the flat interface
vapor pressure can be substantial for conditions immediately fol-
lowing water droplet nucleation in water-vapor and noncondens-
able gas mixtures. A major objective of this study was to deter-
mine quantitatively the effect of this shift in equilibrium vapor
pressure on the transport in the gas and the droplet growth rate.

The investigation summarized in this paper used a stochastic,
Monte Carlo direct simulation scheme as a method for predicting
the molecular transport to a condensing microdroplet in the pres-
ence of a second noncondensable species. The simulation was
specifically applied to microdroplets condensing under free mo-
lecular and transition regime conditions. The simulation method
used in this study is similar to that used by Carey et al.@16#,
incorporating modifications to account for condensation and to
allow determination of the initially unknown temperature at the
droplet surface.

In the study of Carey et al.@16#, the accuracy of the simulation
method used in this study was assessed by comparing its predic-
tions with previously obtained data for droplet condensation in
supersaturated argon-water gas mixtures. For an accommodation
coefficient value of 1.0, the simulation predictions were found to
agree well with droplet growth rates inferred from measurements
in a supersaturated mixture of argon and water vapor for droplet
radii greater than 0.4mm. In that study no efforts were made to
explore the transport or droplet growth rate trends at smaller ra-
dius values which characterize droplet immediately after nucle-
ation. In the study summarized here, the simulation scheme used
by Carey et al.@16# was extended to examine transport at the
small droplet radii which arise immediately following droplet
nucleation where surface tension may significantly alter the equi-
librium vapor pressure. The simulation results for such conditions
in an argon-water vapor mixture were examined to assess the
effects of surface tension on transport in the surrounding gas and
the associated droplet growth rate.

Application of the Particle Simulation Method
The particle simulation method used here is a derivative of the

direct simulation Monte Carlo technique pioneered by Bird@17#.
Some of the refinements developed by McDonald@18# and Baga-
noff and McDonald@19# have also been incorporated into the
scheme used here. The main features of the particle simulation
method are described briefly in the Appendix. The special features
added in our investigation to model the condensation growth of a
spherical droplet in a supersaturated mixture of vapor and a non-
condensable gas are described in detail below.

To minimize memory requirements and computational time, the
simulation domain was limited to one octant around the droplet,
as shown in Fig. 3. In addition, to avoid the computational costs
of extending the simulation out to large radial distances, in this
study the simulation domain was limited to a radial distance of

Fig. 1 Transport domains near a droplet under transition re-
gime conditions Fig. 2 Variation of equilibrium vapor pressure with droplet ra-

dius
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four sphere radii. For free molecular conditions, the simulation
boundary condition was set to the ambient conditions atr 54r d .
For transition regime conditions, the simulation boundary condi-
tion was matched to the continuum transport solution beyondr
54r d .

For transition regime conditions, the temperature and water va-
por concentration gradients decrease rapidly with distance from
the sphere, approximately proportional tor 2. Consequently, while
the temperature may drop and the water concentration may rise
significantly over a few mean free paths near the sphere, beyond
r 54r d it will take many free paths for the temperature to change
significantly. The local Knudsen numberl(dT/dr)/(Td2T`) de-
creases rapidly with distance from the sphere, causing the tem-
perature and concentration profiles to approach those for con-
tinuum transport at larger. This line of reasoning, which divides
the region near the sphere into a noncontinuum region close to the
body and a continuum transport region farther away was first used
by Langmuir @20# to facilitate the analysis of transition regime
transport to a cylindrical body. The matching process for transi-
tion regime conditions used in the simulation scheme is therefore
consistent with Langmuir’s model which has been widely used for
problems of this nature.

The octant simulation region shown in Fig. 3 was bounded by
the surface of the sphere atr 5r d , the outer boundary atr
54r d , and specularly reflecting planar surfaces atx50, y50 and
z50. The specular surfaces which lie along planes of symmetry
have the effect of giving the octant the same statistical behavior as
a complete sphere surrounded by particles. Each particle in the
simulation representsNmpp molecules. The region bounded by
these surfaces was filled with cubic cells which were used to
collect collision candidate pairs and define regions over which
particle properties were averaged to obtain macroscopic thermo-
dynamic characteristics of the gas adjacent to the droplet.

Particles that move beyond the outer boundary when the par-
ticles are advanced along their trajectory were simply removed
from the simulation. During each time-step, particles of each spe-
cies are added to the simulation just inside ther 54r d boundary.
The rate of water particle additionṅw and the rate of nitrogen
particle additionṅn are computed as

ṅw5Nmpp~p/2!~4r d!2 j w (3)

ṅn5Nmpp~p/2!~4r d!2 j n (4)

where j w and j n are the fluxes of water and nitrogen molecules
across a surface predicted by kinetic theory for a mixture at a
pressureP` , temperatureT4 and water mole fraction ofXw,4 .

j w5S kBT4

2pmw
D 1/2S Xw,4P`

kBT4
D (5)

j n5S kBT4

2pmn
D 1/2S ~12Xw,4!P`

kBT4
D (6)

This treatment allows the simulation domain to establish whatever
mean particle density is necessary to balance the inward and out-
ward fluxes at the outer boundary. Equations~5! and ~6! are de-
rived from equilibrium kinetic theory. Implicit in their use here is
the idealization that equilibrium Boltzmann distributions are valid
at r 54r d . This idealization is justified because bulk motion of
the gas induced by condensation at the droplet surface is small
compared to mean molecular velocities, and because temperature
and concentration gradients are low at this location.

Based on the observation that the liquid thermal conductivity is
large compared to that of the vapor, conduction inside the droplet
was idealized as being very fast. The droplet Biot number, which
essentially equals the ratio of the gas conductivity to the liquid
conductivity, is approximately 0.27. For the conditions of interest
in this study, temperature variation inside the droplet is estimated
to be less than 0.6 K. The temperature was therefore taken to be
uniform within the droplet and transient conduction effects in the
liquid droplet were not considered in the energy balance at the
droplet surface.

When molecules from a surrounding gas enter the interfacial
region near a solid or liquid phase, experimental evidence and
molecular simulation studies indicate that only a fraction of the
incident molecules thermally interact with the molecules of the
condensed phase~see, for example, references by Paul@21# and
Yasuoka et al.@22#. It is generally acknowledged that the exact
value of this fraction may vary from one system to another. In our
simulations, this behavior is stochastically represented by specify-
ing an accommodation coefficients t which is taken to equal the
fraction of incident molecules that thermally interact with the
droplet surface.

If a particle strikes the droplet surface during a given time-step,
a random numberR uniformly distributed on@0,1# is compared to
the specified accommodation coefficient. IfR.s t , the particle is
diffusely scattered from the surface. Its speed and rotational en-
ergy are left unchanged, but its direction is randomly set by sam-
pling a distribution that, on the average, isotropically scatters par-
ticles from the surface. IfR<s t , the particle interacts thermally
with the surface.

Each thermally interacting particle is treated as if it merges into
the liquid droplet, delivering its energy, including an energy of
vaporization, to the droplet. Computationally, particles that merge
into the droplet are removed from the simulation. The number of
particles absorbed in this manner is counted, and the energy de-
livered to the droplet by these particles is summed.

In a subsequent portion of the time-step calculations, particles
are added to the simulation domain just beyondr 5r d . Before
executing the emission of particles from the droplet surface, the
temperature of the droplet surface is computed. Kinetic theory
predicts that for an interface at equilibrium, the flux of emitted
water vapor molecules is given by

j w5s t

Pve~Td!

~2pmwkBTd!1/2. (7)

For the spherical microdroplets considered here, the equilibrium
vapor pressurePve in the above relation is a function of the drop-
let temperatureTd and the droplet radiusr d as given by Eqs.~1!
and ~2!. The surface tension is determined from the relation

s lv50.0758320.0001477~Td2273.2! (8)

whereTd is in K ands lv is in N/m. This relation is an established
surface tension relation for a water liquid-vapor interface at equi-
librium ~see Carey@23#! which is extrapolated here to nonequilib-
rium conditions. For the smallest droplets considered in this study,
the interfacial tension is more properly interpreted as the mean
interfacial free energy per unit area of the droplet. Its use in this
model analysis is consistent with this interpretation.

In the limit of long times, the steady-state energy exchange at
the interface must satisfy conservation of energy

Fig. 3 Boundaries and cell grid for the simulation domain
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Nsteps
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2
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3DtS ûlv1
1

2
kBTdD (9)

In the above equation, (Nnon) i is the number of noncondensable
molecules which thermally interact with the surface and then are
re-emitted into the gas and (Egain) i is the energy delivered by
molecules colliding with the droplet surface in time-stepi. The
left side of the above equation is the total energy delivered by
molecules colliding with the surface throughNsteps time-steps of
the simulation. The right side is the energy carried away by mol-
ecules leaving the droplet surface. The first term on the right
represents energy carried away by noncondensable gas molecules
re-emitted to the gas, and the second represents energy removed
by water molecules. Combining Eqs.~7! and ~8! and substituting
into Eq. ~9! yields

(
i 51

Nsteps

~Egain! i53kBTdNmpp (
i 51

Nsteps

~Nnon! i1
pr d

2s tPsat~Td!

2~2pmwkBTd!1/2

3DtS ûlv1
1

2
kBTdDexpS 2s lv

r l r dRTd
D . (10)

In Eq. ~10! Psat and ûlv are functions of temperature. For the
purposes of our simulation calculationsPsat was computed using
the following relation which is a curve fit to data for water be-
tween 10°C and 70°C based on the Clapeyron equation.

Psat~Td!5e~A2B/Td! (11)

In Eq. ~9!, A518.71 andB55240 for Td in K and Psat in kPa.
Values of ûlv were determined using the following linear fit to
data for water between 10°C and 70°C:

ûlv57.016310220@12~Td2283.2!/825.4# (12)

whereûlv is in J/molecule andTd is in K. In the simulation, the
summations of incident energy and number of incident noncon-
densable molecules were updated at each time-step. The droplet
temperature was computed at each time-step by iteratively solving
Eqs. ~10!, ~11!, and~12! simultaneously. A guess of the surface
temperature was provided to initiate the simulation. As the num-
ber of time-steps increases, the surface temperature computed in
this manner converges to a value which is interpreted as being the
actual physical temperature of the droplet for the quasi-steady
process being modeled in the simulation.

Once the surface temperature of the droplet was determined for
a given time-step, particles were computationally emitted from the
droplet surface. First,Nnon noncondensable particles were emitted,
so that there is no net transfer of the noncondensable species to
the droplet during the time-step. Then, particles of the condens-
able species were emitted from the droplet surface until an energy
balance was achieved.

Each time a particle was emitted from the droplet surface, the
energy carried away from the droplet by the particle was added to
a cumulative total for the time-step. When this total just exceeded
the amount delivered to the sphere during the time-step, the par-
ticle addition process was stopped. The amount by which the en-
ergy for the added particles exceeded that for the incoming par-
ticles was subtracted from the energy of the incoming particles in
the next time-step. This imposed a zero-net energy flux condition
on the droplet interface. However, the number of incident con-
densable particles exceeded the number of emitted condensable
particles, resulting in a finite net mass flux to the droplet surface.

For both condensable and noncondensable particles, the loca-
tion at which a particle is added to the simulation was determined
by randomly sampling a distribution function which produces a
uniform flux of particles over the spherical surface of the droplet.
The velocity components and rotational energy were randomly

sampled from appropriate Boltzmann distributions for molecules
crossing a fixed surface in a gas at the specified sphere tempera-
ture Td . The distributions used are defined in Eqs.~A1!–~A3! in
the Appendix.

The energy of saturated water vapor molecules, on average,
exceeds that of saturated liquid molecules byûlv . At temperature
Td , the mean energy of a water vapor molecule is 3kBTd . The
energy of an arbitrary water molecule in the gas with translational
energy« tr and rotational energy« rot thus exceeds the mean energy
of the liquid water molecules in the droplet by« tr1«rot23kBTd
1ûlv . In the energy balance calculations at the droplet interface,
the mean energy of the saturated liquid molecules was taken as
the level of zero energy for water molecules. The energy delivered
to the droplet by one interacting water particle from the surround-
ing gas is therefore given by

DEw, in5Nmpp~«tr1«rot23kBTd1ûlv) (13)

whereNmpp is the number of molecules per particle in the simu-
lation. This relation was used to compute the energy delivered to
the droplet by a water particle striking and interacting with the
droplet. The energy delivered by one nitrogen particle is given by
Nmpp~«tr1«rot). Based on similar reasoning, the following relation
was used to compute the energy removed from the droplet by an
emitted water particle

DEw,em5Nmpp~«tr1«rot23kBTd1ûlv) (14)

where« tr and« rot were obtained by sampling the appropriate Bolt-
zmann distributions atTd .

In the simulation calculations in this study, the simulation do-
main shown in Fig. 3 was filled with cubic cells which formed a
uniform Cartesian mesh. The radius of the droplet in the simula-
tions ranged from 0.7 nm to 1.0mm. The effects of cell and
time-step sizes on the results of the simulation were explored and
consequently the cell size was chosen to be on the order of one
mean free path. The mean free path for the system considered here
is on the order of 0.09mm. For the droplet sizes considered here
this corresponds to a range of Knudsen number KnD from 0.045 to
64. The time-step was chosen so a particle with average speed
traveled approximately half a mean free path in one time-step.
Generally, the results were found to be insensitive to the choice of
these parameters as long as they were close to the values indicated
by these guidelines. The side of the cell varied from 0.7 nm for
the smallest droplets to 0.125mm for the largest droplets consid-
ered in this study. The number of cells used was a compromise
between accuracy and computational effort. The ratio of the num-
ber of molecules per particleNmpp was chosen in each simulation
to compromise between computational accuracy and storage limi-
tations on the computer. The values used in the calculations re-
ported here ranged from 0.0003 to 1784 molecules per particle.
Simulations were typically run for 16,000 to 240,000 time-steps,
with a time-step typically being 20–200 picoseconds. For the
smallest droplets, time-steps were on the order of 20 picoseconds.
Altering the time-step by650 percent had a negligible effect
~,0.1 percent!on transport parameters predicted by the simula-
tion.

After running the simulation for a sufficiently long time, the
simulation predicts the equilibrium temperature and concentration
fields adjacent to the surface of the droplet for arbitrarily specified
values of the ambient pressure and the temperature and water
vapor concentration atr 54r d . For transition regime conditions,
the matching procedure mentioned above was then used to deter-
mine the corresponding values of the temperature and water vapor
concentration in the far ambient. To do so, the net heat flux from
the droplet surface~carrying away the latent heat of the net con-
densation effect!is first computed from the simulation results us-
ing the following relation:

qd95
DNnetûlvNmpp

~4pr d
2/8!NstepsDt

(15)

Journal of Heat Transfer MAY 2000, Vol. 122 Õ 297

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



where Nsteps is the number of time-steps in the simulation and
DNnet is the net number of water particles transferred to the drop-
let due to particle interactions during the simulation to that time-
step. Conservation of energy requires that at steady state, the heat
flux through the spherical surface atr /r d54 must be given by

q495~4!22qd95qd9/16. (16)

For transition range conditions, transport of energy and mass be-
yond r 54r d are treated as continuum transport from an evaporat-
ing sphere with radius 4r d for a surface temperature ofT4 and a
heat flux ofq49 . The outward velocity due to the net generation of
molecules at the droplet surface is negligible atr 54r d and trans-
port in the outer continuum region is, to a good approximation, by
conduction only. It follows from the well-known continuum solu-
tion for steady conduction from a sphere that

T`5T41
r dqd9

4kv
. (17)

For transition regime conditions (0.01,KnD,2), Eqs.~15! and
~17! were used to determine the ambient temperatureT` . A com-
pletely analogous analysis of mass diffusion allows matching of
the particle simulation to a continuum concentration field in the
region beyondr 54r d . Following the same line of analysis as for
the conduction heat transfer yields the following relations for the
net mass flux of water vapor at the droplet surfacemd9 and the
ambient water vapor concentrationXw,` .

md95
DNnetNmpp

~4pr d
2/8!NstepsDt

(18)

Xw,`5Xw,41
r dmd9

4rvDv
(19)

When required, the thermal conductivity of the mixture was com-
puted using the method of Mason and Saxena@24# and the diffu-
sion coefficient for water vapor was determined using the empiri-
cal correlation of Wilke and Lee@25#. Note that for free molecular
transport (KnD.2), calculations to determine the water vapor
concentration and temperature in the far field were unnecessary
since the ambient conditions are those specified at the edge of the
simulation (r 54r d). For free molecular transport or transition
regime transport, the growth rate of the droplet can be computed
as

drd

dt
5

md9

r l
(20)

wheremd9 is computed using Eq.~18!.

Simulation Predictions for Argon-Water Mixtures
In their recent study, Peters and Paikert@11# experimentally

determined the variation of water microdroplet size with time for
droplets in supersaturated and superheated gas mixtures in a shock
tube apparatus. These experiments produced a low-volume con-
centration of virtually monodisperse droplets which grew through
condensation while the gas was supersaturated and decreased in
size when the gas was superheated. In this study, the intensity of
scattered laser light was analyzed using Mie scattering theory to
determine the variation of radius with time. These investigators
presented plots of the measured radius versus time for droplet
growth in water-argon mixtures. To evaluate the molecular simu-
lation scheme described above, Carey et al.@16# determined the
mean growth rate of the droplet between successive measured
points in the Peters and Paikert@11# data and compared the values
to the simulation predictions for the same conditions.

To conduct the comparison described above, it is necessary to
choose a value of the thermal accommodation coefficient for use
in the simulation. The value of the accommodation coefficients t
for a condensing or evaporating interface has been the subject of

much debate. The tabulation assembled by Paul@21# lists values
ranging from 0.02 to 0.04 for some liquids to values very near 1.0
for others. Mills @26# has suggested that molecular accommoda-
tion should be imperfect only when the interface is impure. Paul
@21# notes that in almost every case wheres t was found to be
appreciably less than one, the average condition of the vapor mol-
ecules was different from that for the liquid phase because of
association, disassociation or polymerization. This suggests that if
the water in this study is assumed to be virtually pure and that
association, disassociation and polymerization do not occur to any
significant degree, the accommodation coefficient should be close
to unity. On the other hand, recent deterministic molecular simu-
lation studies by Yasuoka et al.@22# imply that the accommoda-
tion coefficient for a pure water interface should be near 0.4. In
the analysis of their data, Peters and Paikert@11# suggested a
value of 1.0 for the accommodation coefficient as best fitting their
data in an analytical kinetic-theory model.

Carey et al. @16# found that simulation calculations fors t
51.0 best fit the droplet growth rate data from the experiment of
Peters and Paikert@11#. The accommodation coefficient was
therefore set at 1.0 in the simulation calculations in this study. In
the study summarized here, simulation calculations were per-
formed for one of the argon-water vapor mixtures tested experi-
mentally by Peters and Paikert@11#. These calculations span the
range of droplet radius from values near the critical radiusr c
where nucleation occurs, to 1mm where transition conditions
merge into the continuum transport regime. Figure 4 shows the
variation of the droplet temperature with time during the simula-
tion calculation for a droplet radius of 0.4mm, based on samples
at 1000 step intervals. It can be seen that the iteration of the
droplet temperature achieved by solving Eq.~10! at successive
time-steps does converge quickly to a value that remains steady
with time. This steady value is interpreted as the droplet tempera-
ture that corresponds to the droplet size in the simulation during
the growth process.

The simulation predictions of the variation of droplet growth
rate with droplet size for one of the argon-water vapor mixtures
studied by Peters and Paikert@11# are plotted in Fig. 5. Results are
shown for droplet radii ranging from just above the critical radius
~for homogeneous nucleation, see Carey@23#! to droplets with a
radius of 1mm. Simulation results are shown with the effect of
surface tension included and with it artificially removed~s lv set to
zero!. It can be seen that these predictions of the growth rate
variation with radius are the same except at very low radii. The
surface tension effect on equilibrium vapor pressure results in a
strong reduction in the droplet growth rate as the critical radius is
approached. Also shown in Fig. 5 is the prediction of standard
continuum theory using Fourier’s law and Fick’s law to predict
the simultaneous heat and mass transfer associated with quasi-

Fig. 4 Variation of droplet temperature at 1000 step intervals
during the simulation for a water droplet with a radius of 0.4 mm
surrounded by an argon-water vapor mixture
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steady condensation at the indicated conditions. For the con-
tinuum model, the governing equation and boundary conditions
are

r 22
d

dr
~r 2ur !50 (21)

ur

dur

dr
52
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dP

dr
1S nv

r 2 D d

dr S r 2
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dr S r 2Dv
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r 5r d : ur52S kv
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D S dT

dr D
r 5r s

, T5Tsat~XwP` ,r d!

(25)

r→`: ur→0, T→T` , Xw→Xw,` . (26)

Equations~21!, ~22!, ~23!, and~24! represent conservation of total
mass, momentum, energy and water vapor, respectively. In this
formulation,Tsat(XwP` ,r d) is the saturation temperature of water
at the partial pressureXwP` , corrected for the effect of surface
tension at the droplet radiusr d . For these circumstances, the con-
tinuity Eq. ~21! dictates that the radial velocity decays from its
value at the droplet surface proportional tor 22. The continuity,
water vapor transport, and energy transport equations can be
solved together with the boundary conditions to obtain the veloc-
ity, concentration, and temperature fields. The momentum equa-
tion can then be solved for the pressure field if desired. The con-
tinuum analysis used here is similar to that described by Mills
@27# for evaporating droplets, with the thermal conductivity and
diffusivity evaluated using the methods described by Mason and
Saxena@24# and Wilke and Lee@25#.

The above system of equations and boundary conditions was
solved to produce the continuum curve indicated in Fig. 5. The
simulation predictions of droplet growth rate are seen to agree
well with the experimentally determined growth rates and to ap-
proach the continuum predictions at larger droplet sizes. Of par-
ticular interest is that the simulation model predicts that the drop-
let growth rate achieves a maximum value in the transition regime
which is attributable to the interaction of surface tension effects

and transport variation with droplet size. The extremum in the
growth rate is a consequence of the variations of the heat transfer
coefficient and equilibrium vapor pressure with droplet size. For
the small droplet sizes characteristic of conditions immediately
after onset of nucleation, the heat transfer coefficient is large, but
the driving temperature difference is small because of the surface-
tension-induced vapor pressure shift at small droplet sizes. As the
droplet grows in size, the vapor pressure shift diminishes and the
driving temperature difference increases faster than the heat trans-
fer coefficient decreases. This initially produces an increase in the
growth rate as the droplet grows. Eventually the reduction in the
heat transfer coefficient dominates, causing the droplet growth
rate to peak and then decline with increasing droplet size. It is
noteworthy that these results are consistent with the predictions of
the kinetic theory model of Peters and Meyer@12#, which also
predicts a maximum in the droplet growth rate with increasing
size for water droplets growing in supersaturated pure steam.

This investigation also examined other microscale features of
the droplet growth process predicted by the simulation for the
experimental conditions of Peters and Paikert@11#. Simulation
predictions of the droplet temperature at different droplet radii are
shown in Fig. 6. Predictions are shown for simulations with the
effect of surface tension included and with it artificially removed
~s lv set to zero!. Surface tension effects are seen to strongly affect
the droplet temperature at the smallest radius values immediately
following nucleation. A peak in the droplet temperature occurs in
the transition regime.

Fig. 5 Comparison of simulation predictions of droplet growth
rates with and without surface tension effects on vapor pres-
sure for the droplet growth conditions in the experiment of Pe-
ters and Paikert †11‡. Continuum theory predictions and growth
rates determined from the data of Peters and Paikert †11‡ are
also shown.

Fig. 6 Comparison of simulation predictions of Td with and
without surface tension effects on vapor pressure for the drop-
let growth conditions in the experiment of Peters and Paikert
†11‡

Fig. 7 Simulation predictions of the variation of temperature
slip at the droplet surface for growth conditions in the experi-
ment of Peters and Paikert †11‡
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The variation of the temperature slip at the droplet surface pre-
dicted by the simulation for the conditions in the Peters and Paik-
ert @11# experiment is shown in Fig. 7. As expected, the slip
decreases towards zero as the droplet size increases and the trans-
port approaches continuum behavior. The results also indicate that
the slip tends towards zero as the radius approachesr c , which is
a consequence of the fact that the droplet is in unstable equilib-
rium with the surrounding supersaturated gas at the critical radius.
The result is that a maximum level of temperature slip occurs in
the transition regime.

The temperature and concentration profiles near the droplet pre-
dicted by the simulation for a 0.4mm radius droplet under the
conditions in Peters and Paikert@11# experiment are shown in Fig.
8. The profiles for a droplet with a radius of 20 nm are similarly
shown in Fig. 9. These profiles exhibit the expected asymptotic
approach to the ambient temperature and concentration at larger.
The temperature slip is larger for the smaller droplet size which
corresponds to free molecular transport conditions.

Concluding Remarks
This study explored the use of a direct simulation Monte Carlo

technique to predict the effects of surface tension on transport
during post-nucleation quasi-equilibrium growth of water micro-
droplets in supersaturated gas mixtures. The simulation employed
a treatment of the droplet interface boundary condition which
makes it possible to compute the droplet surface temperature as
part of the simulation calculation. This appears to be the first time

such a simulation model has been employed to model transport
near a droplet during the early stages of condensation growth from
the critical radius through sizes that correspond to continuum
transport. At the largest droplet sizes considered in this study, the
growth rates predicted by the simulation are consistent with ex-
perimental measurements and with trends indicated by the con-
tinuum transport model.

At droplet sizes between 0.7 nm and 0.4mm, which correspond
to free molecular and transition transport rages, the results of the
simulation reveal interesting features of the variation of droplet
temperature and growth rate as the droplet grows. The observed
maxima in the droplet growth rate, the droplet temperature and the
temperature slip as the droplet grows through these regimes are
somewhat unexpected consequences of surface tension effects on
the equilibrium vapor pressure as the droplet grows. This trend
can be understood in terms of changes in the vapor pressure shift
and variation of the heat transfer coefficient with droplet size. At
the smallest radius values, the heat transfer coefficient associated
with the droplet growth process is large, but the driving tempera-
ture difference is small because of the vapor pressure shift at
small droplet sizes. As the droplet becomes larger, the vapor pres-
sure shift becomes negligible faster than the heat transfer coeffi-
cient decreases, resulting in a net increase in the droplet growth
rate. Eventually the reduction in the heat transfer coefficient domi-
nates and the droplet growth rate peaks and then declines with
increasing size.

Example calculations presented in this paper provide consider-
able insight into the transport associated with microdroplet evapo-
ration in the free molecular and transition regimes. As expected,
in the transition regime, condensation of water vapor at the drop-
let surface reduces the water vapor concentration there below that
in the ambient. The percentage change in water vapor concentra-
tion is very significant at low ambient concentration levels. For
transport in the free molecular regime, the temperature and con-
centration profiles near the droplet are virtually flat, with a jump
in temperature at the droplet surface, as expected.

The results of this study indicate that noncontinuum effects, and
surface tension effects play import roles in the transport associ-
ated with quasi-equilibrium post-nucleation growth of water mi-
crodroplets in water-argon mixtures. These results clearly indicate
that theoretical treatments of this type of transport problem must
have the capability to handle these complexities if they are to
provide accurate predictions of the droplet growth rates.
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Nomenclature

cp 5 specific heat at constant pressure
cv 5 specific heat at constant volume
Dd 5 diameter of droplet
Dm 5 effective diameter of molecules
Dv 5 mass diffusion coefficient in vapor
hlv 5 latent heat of vaporization

j 5 molecular number flux
kv 5 gas thermal conductivity
kB 5 Boltzmann constant

KnD 5 Knudsen number,l/2rd
m 5 mass of a molecule

nm 5 number density of molecules
P 5 pressure

q9 5 energy flux
r d 5 radius of droplet
r s 5 length scale defined by Eq.~2!
R 5 a random number uniformly distributed on@0,1#
T 5 absolute temperature

ûlv 5 latent energy per water molecule merged into droplet

Fig. 8 Simulation prediction of the concentration and tem-
perature profiles near the droplet at a radius of 0.4 mm for the
growth conditions in the experiment of Peters and Paikert †11‡

Fig. 9 Simulation prediction of the concentration and tem-
perature profiles near the droplet at a radius of 20 nm for the
growth conditions in the experiment of Peters and Paikert †11‡
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vr 5 relative velocity vector for collision pair
Xw 5 mole fraction of water vapor in gas mixture

Greek

a 5 thermal diffusivity,
Dt 5 time interval for one time-step of simulation

« 5 molecular energy component
l 5 molecular mean free path
r 5 density

s lv 5 liquid-vapor interfacial tension
s t 5 energy accommodation coefficient

Subscripts

d 5 corresponding to the liquid droplet surface
em 5 corresponding to particles emitted by the droplet
in 5 corresponding to particles incident on the droplet
l 5 liquid

rot 5 rotational
tr 5 translation
v 5 vapor
` 5 corresponding to far ambient conditions
0 5 corresponding to conditions in the gas adjacent to the

droplet surface
4 5 corresponding tor /r d54

Appendix
To initiate the particle simulation calculation, the cells in the

simulation domain are initially loaded with particles, each of
which represents a fixed number of molecules of a given type. The
number of particles initially loaded into the cells is arbitrarily set
to correspond to the ambient number density of molecules. The
mean number of particles in each cell is subsequently determined
as the calculation is marched forward in time.

The particles initially loaded into the cells are randomly given
translational and internal~rotational!energies by randomly sam-
pling values from the Boltzmann distribution for the gas~at equi-
librium! at the outer boundary temperature. The particle simula-
tion method marches the computation forward in time. For each
time-stepDt, the following operations were executed:

1 Statistical information on particles in each cell was gathered
at the beginning of each time-step.

2 All particles were transported in space at constant velocity
along their current velocity vectors for timeDt, ignoring possible
collisions.

3 Each particle was checked to determine if it hit the droplet or
hit a boundary of the simulation domain. If it had, appropriate
actions were taken, based on the nature of the boundary. Specular
surfaces only reverse the normal component of velocity of the
particles that strike them. Particles striking the sphere or going
beyond the outer boundary were removed from the simulation.

4 Particles were randomly added to cells along the outer
boundary surfacer 54r d to simulate the molecular flux~from the
ambient!across this surface. The velocities and rotational energies
were sampled from appropriate Boltzmann distributions for the
outer boundary temperature.

5 Particles were randomly added to cells along the droplet sur-
face r 5r d using the appropriate surface interaction model.

6 Candidate collisions pairs were randomly selected in each
cell until approximately np/2 candidate collision pairs were
formed per cell, wherenp is the particle number density in each
cell. A selection rule~based on the statistical probability of colli-
sion! was used to determine whether the pair actually executed a
collision.

7 For each of the candidate pairs accepted for collision, the
collision is executed, conserving energy and momentum. The ori-
entation of the post-collision relative velocity vector was chosen
randomly.

8 For particles added to the domain at the droplet surface or at

the outer boundary, the surface normal velocity component (c')
and the tangential velocity components (c5) were sampled from
the distributions

J~c'!dc'5
mc'

kBT
e2mc'

2 /2kBTdc' (A1)

J~c5!dc55S m

2pkBTD 1/2

e2mc5
2 /2kBTdc5 . (A2)

For water, which is triatomic and nonlinear, the rotational energy
was sampled from

J~« rot!d« rot5
2«rot

1/2

Ap~kBT!3/2
e2«rot /kBTd« rot . (A3)

In using the above distributions,T was set equal to eitherTd or
T4 , as appropriate. At the droplet surfacec' was taken to be an
outward normal velocity whereas at the outer boundary it was
taken to be an inward normal velocity. Sampled velocity compo-
nents were subsequently converted tou, v, and w components
associated with thex-y-z coordinate system.

The selection rule used in Step 6 above was essentially that
recommended by Baganoff and McDonald@19#. For the hard
sphere interaction model used in this study, this amounts to pick-
ing the number of potential collision pairsS for the cell equal to
^np&/2, wherê np& is the mean particle number density in the cell,
and selecting collision pairs with probabilityP̃s given by

P̃s51.5
^np&uvr uDt

A2n̄p,4l4

(A4)

where n̄p,4 and l4 are the mean particle density and mean free
path for the reference condition atr 54r d , anduvr u is the magni-
tude of the pre-collision relative velocity of the particles being
considered as a possible collision pair. The value of the multiplier
1.5 in Eq.~A4! was chosen to match simulation collision frequen-
cies with collision frequency predictions of kinetic theory for the
conditions considered in this study.

Molecular collisions within the vapor were modeled with a
simple hard sphere interaction model. For hard-sphere collisions,
post-collision relative velocities must be isotropically scattered.
The method used in this study to randomly select post-collision
velocities with isotropic scattering has been widely used in direct
molecular simulation calculations. A detailed description of this
methodology can be found in Bird@17# or McDonald@18#.

If the collision is elastic~no exchange of energy in internal
modes!, the magnitude of the post-collision relative velocity vec-
tor is set equal to the value dictated by the pre-collision velocities
of the particles. If the collision is inelastic, however, the post-
collision fraction of relative translational energy to total collision
energy is sampled from the distribution for an equilibrium gas.
For molecules obeying a hard-sphere potential and having rota-
tional internal storage only, a relation for this fractionf rt which is
applicable to different molecular species with different intermo-
lecular force potentials has been derived by Borgnakke and
Larsen@28#. In the simulation scheme described in this paper, the
molecules have a hard-sphere force interaction potential and have
rotational internal storage only. The relation developed by Borg-
nakke and Larsen@28# then prescribes thatf rt obeys the distribu-
tion ~A5! below for water-water collisions.

J~ f rt !d frt512f rt~12 f rt !
2d frt (A5)

In our calculations, the appropriate distribution for each type of
molecular collision was randomly sampled to determine thef rt
value for each collision.

Following McDonald@18# an effective rotational collision num-
ber of 5 was used in our calculations with the result that one in
five collisions was treated as inelastic. The method used to parti-
tion the collision energy in the post-collision state using the sto-
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chastically determinedf rt value is similar to that used by Carey
et al.@16# for droplet evaporation in water-vapor and noncondens-
able gas mixtures and by McDonald@18# for high-speed rarefied
gas flows.

In our simulation calculations, the post-collision partitioning of
internal energy between the two molecules is assumed to obey the
distribution relation cited by Bird@17# for f r1 , the fraction of the
post-collision internal energy allocated to molecule 1. For water-
water collisions involving only rotational internal storage, the dis-
tribution function for the fraction of the internal energy allocated
to molecule 1 is given by

J~ f r1!d fr15S 8

p D f r1
1/2~12 f r1!1/2d fr1 . (A6)

For water-water collisions either molecule can be designated as
molecule 1. In our calculations, the above distribution was ran-
domly sampled to determine thef r1 value for each water-water
collision.

To evaluate the mean free path for each speciesi in the mixture
with the other speciesj, the following relation from kinetic theory
was used:

l i5@nm,i~Dm! i i
2A21nm, j~Dm! i j

2 A11mi /mj #
21. (A7)

The mean free path for the mixtures was computed as a mole-
fraction-weighted average

l5Xwlw1~12Xw!la (A8)

where lw and la are the mean free path for water and argon
molecules, respectively, computed using Eq.~A7!.
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Analysis of Variants Within the
Porous Media Transport Models
An investigation of variants within the porous media transport models is presented in this
work. Four major categories in modeling the transport processes through porous media,
namely constant porosity, variable porosity, thermal dispersion, and local thermal non-
equilibrium, are analyzed in detail. The main objective of the current study is to compare
these variances in models for each of the four categories and establish conditions leading
to convergence or divergence among different models. To analyze the effects of variants
within these transport models, a systematic reduction and sensitivity investigation for
each of these four aspects is presented. The effects of the Darcy number, inertia param-
eter, Reynolds number, porosity, particle diameter, and the fluid-to-solid conductivity
ratio on the variances within each of the four areas are analyzed. It is shown that for
some cases the variances within different models have a negligible effect on the results
while for some cases the variations can become significant. In general, the variances have
a more pronounced effect on the velocity field and a substantially smaller effect on the
temperature field and Nusselt number distribution.@S0022-1481~00!02602-5#

Keywords: Convection, Heat Transfer, Modeling, Porous Media

1 Introduction
Modeling of the non-Darcian transport through porous media

has been the subject of various recent studies due to the increasing
need for a better understanding of the associated transport pro-
cesses. This interest stems from the numerous practical applica-
tions which can be modeled or can be approximated as transport
through porous media such as thermal insulation, packed bed heat
exchangers, drying technology, catalytic reactors, petroleum in-
dustries, geothermal systems, and electronic cooling. The work of
Vafai and Tien@1# presented and characterized the boundary and
inertial effects in forced convective flow through a porous me-
dium. Later, Vafai and Tien@2# investigated the boundary and
inertial effects on convective mass transfer in porous media. Vafai
and Kim @3# used the Brinkman-Forcheimer-extended Darcy
model to obtain a closed-form analytical solution for fully devel-
oped flow in a porous channel subject to constant heat flux bound-
ary conditions. Hadim@4# performed a numerical study to analyze
steady forced convection in a channel filled or partially filled with
a porous medium and containing discrete heat sources. Kaviany
@5# studied the flow through a constant porosity medium bounded
by isothermal parallel plates using the Brinkman-extended flow
model and constant matrix porosity. Lauriat and Vafai@6# pre-
sented a comprehensive study of forced convective heat transfer
in porous media through a channel or over a flat plate.

Other research works consider various problems of the flow and
heat transfer through a constant porosity medium~Beckerman and
Viskanta @7#, Kim and Choi@8#, Kladias and Prasad@9#, Nield
et al. @10#, Sung et al.@11#, You and Chang@12,13#, Neale and
Nader @14#, Poulikakos and Kazmierczak@15#, Kim et al. @16#,
Chen and Vafai@17#, Nakayama et al.@18#, Hong et al.@19#, Ka-
viany @20#, Kuznetsov@21#, Lan and Khodadadi@22#, Nakayama
et al.@23#, Ould-Amer et al.@24#, Vafai and Kim@25,26#!. A syn-
thesis of various aspects of modeling of transport processes in
porous media was given in Tien and Vafai@27#. Recent mono-
graphs in which some aspects of transport in porous media were
discussed have been presented by Kaviany@28# and Nield and
Bejan @29#.

A number of experimental and theoretical studies have shown
that variation of porosity near a solid boundary has a significant
effect on the velocity fields in packed beds resulting in an appre-

ciable flow maldistribution, which appears as a sharp peak near
the solid boundary and decreases to nearly a constant value at the
center of the bed. This phenomenon is known as the channeling
effect. Vafai@30,31#and Vafai et al.@32# investigated analytically
and experimentally the channeling effect on an external forced
convective flow and heat transfer. Poulikakos and Renken@33#
presented a numerical study of the variable porosity effects in a
channel bounded by two isothermal parallel plates and in a circu-
lar pipe. A number of investigations have considered the effect of
variable porosity on fluid flow and heat transfer in porous media
~Renken and Poulikakos@34#, Hunt and Tien@35,36#, and Hsiao
et al. @37#!.

It is well documented in the literature that the effect of thermal
dispersion is essential for a number of applications in the transport
processes through porous media. As such, a number of investiga-
tions have considered the effects of both thermal dispersion and
variable porosity~Hunt and Tien@35,36#, Hsiao et al.@37#, Hong
et al. @38#, Chen@39–41#, David et al.@42#, Hsu and Cheng@43#,
Cheng et al.@44#, Fu et al. @45#, and Chen et al.@46#!. On the
other hand, some other investigations considered only the effect of
thermal dispersion~Jang and Chen@47#, Hunt and Tien@35,36#,
and Hong and Tien@48#!. Cheng and Hsu@49# analyzed the wall
effect of the thermal dispersion process in the forced convective
flow through an annular packed-sphere bed. Cheng and Zhu@50#
studied the effects of radial thermal dispersion on fully developed
forced convection in cylindrical packed tubes. Later, Cheng and
Vortemeyer@51# studied the effect of transverse thermal disper-
sion on fully developed forced convection in packed beds. Vafai
and Amiri @52# have shown that the effect of longitudinal disper-
sion is insignificant for Pe.10. Their results show that the effect
of transverse dispersion is much more important than the longitu-
dinal dispersion.

The assumption of local thermal equilibrium~LTE! is widely
used in analyzing transport processes through porous media.
However, this assumption is not valid for some applications where
a substantial temperature difference exists between the solid phase
and the fluid phase. Amiri and Vafai@53# and Amiri et al.@54#
employed a fully general model for the momentum equation and a
two-phase model for the energy equation, including axial and
transverse thermal dispersion to investigate forced convection in a
channel. They presented detailed error maps for assessing the im-
portance of various simplifying assumptions that are commonly
used. In addition, Amiri and Vafai@55# presented a comprehen-
sive numerical study for the problem of transient incompressible
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flow through a packed bed including inertia and boundary effects
in the momentum equation and the effects of thermal dispersion
and local thermal nonequilibrium~LTNE! in the energy equation.
Hwang et al.@56# investigated the non-Darcian forced convection
taking into account the effects of boundary, inertia, and transverse
thermal dispersion. Dixon and Cresswell@57# investigated the
problem of LTNE between the fluid and solid phases and obtained
a correlation for the fluid-to-solid heat transfer coefficients. Kuz-
netsov@58# presented an analytical solution for the simplified ver-
sion of LTNE in a parallel plate channel subject to constant heat
flux boundary conditions.

Four major categories in modeling the transport processes
through porous media are analyzed in detail in this work. These
four categories are related to transport aspects for constant poros-
ity, variable porosity, thermal dispersion, and LTNE. As such,
many different pertinent research works are systematically ana-
lyzed in the present investigation. For each category, a number of
research works are found to be relevant to the present investiga-
tion. In all the above-mentioned investigations, variants of Darcy,
Forchheimer, and Brinkman terms in the momentum equation as
well as variants of thermal dispersion terms and the LTNE pre-
sentations were utilized. The main objective of the present work is
to investigate and compare variances in models for each of the
four categories and establish conditions leading to convergence or
divergence among different models.

2 Problem Formulation
To analyze the four major categories in modeling the transport

processes through porous media, a fundamental configuration
shown in Fig. 1 is selected. This configuration consists of a par-
allel plate channel with constant heat fluxqw or constant wall
temperatureTw . The height and the width of the channel are 2H
andL, respectively. The velocity of the upstream flow isuc and its
temperature isTe . This configuration allows an investigation of
all the major aspects described earlier. The main assumptions for
this investigation are summarized as follows:

1 The flow is steady and incompressible.
2 The properties of the porous medium and the fluid are iso-

tropic and homogeneous.
3 The thermophysical properties of the fluid and the porous

matrix are assumed to be constant.
4 Only the effect of transverse thermal dispersion is included,

i.e., the effect of longitudinal dispersion is neglected. This is
justified in light of the analysis by Amiri and Vafai@53#.

The governing equations for the present investigation assuming
fully developed conditions, can be written as given in Vafai@30#,
Vafai and Kim @3#, and Amiri and Vafai@53#:

„a… Momentum Equation.

r f

«
^~V•¹!V&52

m

K
^V&2

r fF«

AK
@^V&•^V&#J1

m

«
¹2^V&2¹^P&

(1)

For variable porosity case, the permeability of the porous medium
K and the geometric functionF can be represented as in Ergun
@59# and Vafai@30,31#:

K5
«3dP

2

150~12«!2 (2)

F5
1.75

A150«3
(3)

According to Benenati and Brosilow@60# and Vafai@30,31#, the
porosity distribution throughout the porous medium can be pre-
sented by the following equation:

«5«`F11b expS 2cy

dp
D G . (4)

„b… Energy Equation.

~rCP! f^V&•¹^T&5¹•Fkeff

«
•¹^T&G (5)

For thermal dispersion~Amiri and Vafai @53# and Amiri et al.
@54#!

keff5ko1kd (6)

whereko is the stagnant thermal conductivity andkd is the dis-
persion conductivity.

For LTNE, two separate energy equations are required~Vafai
and Amiri @52#, Amiri and Vafai@53#, and Amiri et al.@54#!:

Fluid-Phase Energy Equation.

~rCP! f^V&•¹^Tf&5¹•$kf eff •¹^Tf&%1hs fas f~^Ts&2^Tf&!
(7)

Solid-Phase Energy Equation.

05¹•$ks eff •¹^Ts&%2hs fas f~^Ts&2^Tf&! (8)

where

kf eff5«kf (9)

and

ks eff5~12«!ks . (10)

3 Problem Setup and Validation
An implicit method was used to solve the fully developed ve-

locity field. The nonlinear term~Forchheimer term! was linearized
by using the prior iteration values of the velocity. Convergence
was considered to have been achieved when the absolute error
between two successive iterations was less than 1026. The suc-
cessive over relaxation method~SOR!was used to accelerate the
convergence rate. The energy equation was solved by applying a
central differencing for the diffusion term and upwind differenc-
ing for the convection term.

Numerical investigations were performed using different num-
ber of grid points to assess and ascertain grid independence results
for the field variables. It was found that any increase beyond a set
given by 50031000 results in less than 0.2 percent change in the
results. The local Nusselt number distribution was found using a
three point differencing. Due to symmetry considerations, the so-
lution is found for the upper half of the channel for the constant
porosity category and for the lower half of the channel for the
other three categories.

4 Results and Discussion
The numerical results for the constant porosity category were

compared with the exact solution given by Vafai and Kim@3# as
shown in Fig. 2, and an excellent agreement was found. The ac-
curacy of the simulation of the variable porosity effects were

Fig. 1 Schematic diagram of the problem and the correspond-
ing coordinate systems
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checked against the analytical solution given in Vafai@30# and are
presented in Fig. 2. An excellent agreement was found between
the numerical results and the analytical solution given in Vafai
@30#. In what follows, the results for each category are presented
separately. Figure 1 describes the coordinate system and sche-
matic of the fundamental configuration for the case of constant
porosity as well as the fundamental configuration for the other

Fig. 2 Comparisons between the numerical results of the present study and the analytical
solutions of Vafai and Kim †3‡ and Vafai †30‡. The constant porosity category †«Ä0.9, LÄ100,
DaÄ0.001 and ReÄ100‡. The variable porosity category †dp ÕdxÄÀ1493, d pÄ0.008, bÄ0.98,
cÄ2.0, and «`Ä0.5‡.

Table 1 Relationship between various models and the perti-
nent literature

Model References

C1 Vafai and Tien@1,2#, Vafai and Kim @3#, Kaviany @5#,
Lauriat and Vafai @6#, Hong et al. @19#, Kaviany @20#,
Kuznetsov@21#, Lan and Khodadadi@22#, Nakayama et al.
@23#, Ould-Amer et al.@24#, Vafai and Kim@25,26#

C2 Kim et al.@16#, Chen and Vafai@17#, Nakayama et al.@18#
C3 Hadim @4#, Beckermann and Viskanta@7#, Kim and Choi

@8#, Kladias and Prasad@9#, Nield et al.@10#, Sung et al.
@11#, You and Chang@12,13#, Neale and Nader@14#,
Poulikakos and Kazmierczak@15#

V1 Vafai @30#, Vafai @31#, Vafai et al.@32#, Vafai and Amiri
@52#, Amiri and Vafai @53#, Amiri et al. @54#, Amiri and
Vafai @55#

V2 Lauriat and Vafai@6#, Poulikakos and Renken@33#, Renken
and Poulikakos@34#

V3 Hunt and Tien@36#, Hong et al.@38#, Chen@39–41#, Cheng
et al. @44#, Chen et al.@46#

V4 Hsiao et al.@37#, David et al.@42#, Hsu and Cheng@43#, Fu
et al. @45#

D1 Hong et al.@38#, Hong and Tien@48#, Vafai and Amiri@52#,
Amiri and Vafai @53#, Amiri et al. @54#, Amiri and Vafai
@55#

D2 Chen@39–41#, David et al.@42#, Hsu and Cheng@43#, Jang
and Chen@47#

D3 Hsu and Cheng@43#, Cheng et al.@44#, Fu et al.@45#, Vafai
and Amiri @52#, Hwang et al.@56#

D4 Chen et al.@46#
D5 Hunt and Tien@35,36#
E1 Vafai and Amiri @52#, Amiri and Vafai@53#, Amiri et al.

@54#, Amiri and Vafai@55#
E2 Hwang et al.@56#
E3 Dixon and Cresswell@57#

Table 2 Different models of constant porosity

Model Darcy Forchheimer Brinkman

C1**
m

K
u r

F«

AK
u2

m

«
¹2u

C2
m

K
u r

F

AK
u2

m

«
¹2u

C3*
m

K
u r

F

AK
u2

m¹2u

*References@14# and@15# did not include the Forchheimer term. In comparisons, to
properly concentrate on the difference with other models, a Forchheimer term was
used within each of the categories.
** This model was used in the exact solution of Vafai and Kim@3#.

Table 3 Different models of variable porosity „modified
models…

Model Darcy Forchheimer Brinkman

V1 m
150~12«!2

«3dp
2 u r

1.75~12«!

«2dp
u2

m

«
¹2u

V2* m
150~12«!2

«3dp
2 u r

1.75~12«!

«3dp
u2

m¹2u

V3* m
150~12«!2

«3dp
2 u r

1.75~12«!

«3dp
u2

m

«
¹2u

V4 m
150~12«!2

«2dp
2 u r

1.75~12«!

«2dp
u2

m¹2u

* In these models, the Darcy’s term constant was changed from 175 into 150 for the
purpose of comparison.
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three cases namely variable porosity, thermal dispersion and
LTNE. A very large body of research works were analyzed and
categorized for each of these areas.

The pertinent works within each area resulting in a true vari-
ance were selected within each category. The association between
various models and the pertinent literature is given in Table 1.
This comprehensive analysis resulted in Tables 2, 3, 4, and 5 for
each of the presented categories. In the discussion of the results,
the concentration is placed directly on the variances and mecha-
nisms involved in creating these variances within each category.
The physics of the two fundamental configurations considered
here have been analyzed in detail in Vafai and Kim@3# and Amiri
et al. @54# and will not be considered here.

4.1 Constant Porosity. Table 2 shows three variant models
related to this category. Again, the corresponding references
which form the variant models for this category as well as other
categories are given in Table 1. The velocity and temperature
profiles of the three different models are produced by solving the
momentum and energy equations for the fundamental configura-
tion shown in Fig. 1. As a result of using different variants of the
Forchheimer and Brinkman terms in the momentum equation, the
resultant velocity profiles for these models are expected to be
different and consequently the heat transfer rate will also differ
since the solution of the energy equation depends on the solution
of the momentum equation.

A comprehensive study is performed to show the variations
between the three different models by comparing the correspond-
ing differences in velocity, temperature, and local Nusselt number
distributions. The pertinent controlling parameters used for this
category are porosity, inertia parameter, Darcy number, and Rey-
nolds number. Figures 3–10 present a synthesis of variants for the
models utilized within this category. The variations between the
three variant models are found to be more visible in the velocity
profiles which are shown in Figs. 3, 5, 7, and 9. The three models
have an insignificant effect on the variations for the temperature
and Nusselt number distributions as can be seen in Figs. 3–10. As
such, the velocity profiles are used for comparing the three variant
models within this category. The results reveal that the inertia
parameter, porosity and the Darcy number have more a pro-

Fig. 3 Effect of porosity variations on velocity and temperature distributions for the constant
porosity category †LÄ10, DaÄ10À4 and ReHÄ100‡; „a… «Ä0.3, „b… «Ä0.99

Table 4 Different models of transverse thermal dispersion

Model Dispersion Conductivity Notes

D1 grCPUdp
g50.1
g50.2

D2 g
12«

«
rCPUdp

g50.04

g50.02

D3 grCPUdpS12expS2y

wHDD g50.17, w51.5
g50.12, w51.0
g50.3, w53.5

g50.375, w51.5

D4 0.01
12«

«2 rCPUdp

D5 0.025rCPUAK

Table 5 Different models of the fluid to solid heat transfer co-
efficient and the fluid to solid specific area

Model hs f as f Notes

E1
kf~211.1Pr1/3Re0.6!

dp

6~12«!

dp

E2

0.004S dV

dp
D S kf

dp
DPr0.33Re1.35

20.346~12«!«2

dp

Re,75

1.064S kf

dp
DPr0.33Re0.59

Re.350

E3* F dp«

0.2555Pr1/3Re2/3kf
1

dp

10ks
G21 6~12«!

dp

* In this model,as f was taken similar to model E1 for the purpose of comparison,
wheredV54«/as f .
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nounced effect on the convergence and the divergence of these
models from each other even though the overall variations are
relatively very small.

For the case of Darcy numbers corresponding to almost all
practical applications, the three models are found to result in ve-
locity and temperature fields which are quite close to each other

for a given porosity or inertia parameter. Figure 5 shows that for
a higher inertia parameter, the velocity profiles for the three mod-
els become closer to each other. It can be seen that models C1 and
C2 become identical when the fluid inertia is negligible, i.e.,
L50. This occurs because models C1 and C2 have the same
Darcy and Brinkman terms which makes them the same when the

Fig. 4 Effect of porosity variations on Nusselt number distributions for the constant
porosity category †LÄ10, DaÄ10À4, and ReHÄ100‡; „a… «Ä0.3, „b… «Ä0.99

Fig. 5 Effect of the inertia parameter on velocity and temperature distributions for the constant porosity category
†«Ä0.6, DaÄ10À4, and ReHÄ100‡; „a… LÄ0, „b… LÄ100
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Fig. 6 Effect of the inertia parameter on Nusselt number distributions for the constant porosity
category †«Ä0.6, DaÄ10À4, and ReHÄ100‡; „a… LÄ0, „b… LÄ100

Fig. 7 Effect of Darcy number variations on velocity and temperature distributions for the con-
stant porosity category †«Ä0.6, LÄ10, and ReHÄ100‡; „a… DaÄ10À6, „b… DaÄ10À3
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Forchheimer term is ignored. It is relevant to mention that for high
inertia parameter, the Forchheimer terms for models C2 and C3
are of the same order of magnitude as the Forchheimer term for
model C1, while for low inertia parameters, the difference be-
comes more significant. It can be seen that for the case when the
porosity of the porous medium approaches unity, the three models

presented in Table 2 overlap and become identical as shown in
Figs. 3–4. This happens because the presentations of the Darcy,
Forchheimer, and Brinkman terms approach the same limit for all
the three models when the porosity approaches unity.

It is clear that model C3 results in the thinnest momentum
boundary layer while model C1 results in the thickest momentum

Fig. 8 Effect of Darcy number variations on Nusselt number distributions for the constant
porosity category †«Ä0.6, LÄ10, and ReHÄ100‡; „a… DaÄ10À6, „b… DaÄ10À3

Fig. 9 Effect of Reynolds Number variations on velocity and temperature distributions for the constant porosity
category †«Ä0.6, LÄ10, and DaÄ 10À4

‡; „a… ReHÄ10, „b… ReHÄ1000
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boundary layer. This can be explained by first realizing that the
Darcy terms are the same for the three variant models. Next, it
should be noted that models C2 and C3 have similar Forchheimer
terms; models C1 and C2 have similar Brinkman terms, while
models C1 and C3 have different Forchheimer and Brinkman
terms. Therefore, model C2 should fall in between the two other
models as can be seen in Figs. 3–10. The reason that model C3
has the thinnest momentum boundary layer can be explained in
terms of its Brinkman term formation which results in a smaller
effective viscosity and a reduction in the shear stress between the
fluid layers. On the other hand, model C1 has a smaller Forchhe-
imer term which translates into less inertia than the other two
models and as a result, the overall velocities of this model will be
smaller. Therefore, the velocity profile for model C3 will appear
as the upper bound; the velocity profile for model C1 will be the
lower bound while model C2 will be in between for any condition.

Figures 3, 5, 7, and 9 show the velocity and temperature pro-
files for this category. It is clear that using different models has a
substantially less impact on the temperature fields. Likewise, the
Nusselt number profiles, as shown in Figs. 4, 6, 8, and 10 reveal
that the three models result in very close agreements.

4.2 Variable Porosity. Four variant models have been
found in literature for variable porosity media category as shown
in Table 3. It can be seen that models V2 and V3 have the same
Darcy and Forchheimer terms while the only difference between
them is the presentation of the Brinkman terms. Models V1 and
V4 have the same Forchheimer term, models V1 and V3 have the
same Brinkman term while models V1, V2, and V3 have the same
formation for the Darcy term. The pertinent parameters in this
category are similar to those used by Vafai@30#. These parameters
are the pressure gradient, the particle diameter, the freestream
porosity, and the constantsb andc in Eq. ~4!. Models V2 and V3

are closer to each other due to their similar representations for the
Darcy and Forchheimer terms. On the other hand, models V1 and
V4 are closer to each other due to similar Forchheimer terms.
Figures 11–16 describe a synthesis of variants for the models
utilized within the variable porosity category. Velocity profiles,
temperature profiles, and Nusselt number profiles for this category
are all shown in Figs. 11–16.

It has been shown in the literature~Vafai @30#! that an increase
in the pressure gradient increases the centerline velocity and de-
creases the dimensionless velocity which is the ratio of the actual
velocity to the centerline velocity. Also, an increase in the pres-
sure gradient has been shown to form a thinner thermal boundary
layer which leads to a higher Nusselt number. Figure 11 shows the
effect of the pressure gradient on these four models for the vari-
able porosity category. It can be seen that increasing the pressure
gradient results in a closer agreement between models V1 and V4.
Increasing the particle diameter causes the channeling effect to be
more pronounced due to a reduction in fluid flow resistance near
the solid boundary. These higher velocities increase the convected
energy and form a thinner thermal boundary layer which leads to
higher values of Nusselt number~Vafai @30#!. The effect of the
particle diameter on the nature of the four models can be seen in
Fig. 12. It can be seen that an increase in the particle diameter
causes a better agreement between models V1 and V4. The tem-
perature profiles given in Fig. 12 show that an increase in the
particle diameter results in closer agreement between all four
models for the variable porosity category. This is due to the de-
velopment of a thinner boundary layer which, in effect, masks out
the variants within these four models.

Increasing the porosity causes the Darcy and Forchheimer
terms within these models to approach the same limiting forms.
Figure 13 shows that an increase in the freestream porosity results

Fig. 10 Effect of Reynolds Number variations on Nusselt number distributions for the constant porosity cat-
egory †«Ä0.6, LÄ10, and DaÄ 10À4

‡; „a… ReHÄ10, „b… ReHÄ1000
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in a better agreement between these four models. That is, the
overall difference between these four models diminishes as the
freestream porosity increases. The effects of the constantsb andc
were discussed in Vafai@30#. It was found that an increase inb
boosts the porosity near the walls while an increase inc causes
more rapid decaying in the porosity resulting in a faster approach
towards the freestream porosity value. Since increasingb and de-
creasingc increases the overall porosity, this effect is similar to

increasing the freestream porosity. Therefore, increasingb and
decreasingc creates a better agreement between these models.
Figure 14 shows the effect of the constantc while Fig. 15 shows
the effect of the constantb on the velocity profiles. A worse-case
scenario for the divergence between these models is presented in
Fig. 16 by combining the effects of a lower pressure gradient,
lower freestream porosity, and smallerb and largerc, all of which
enlarge the divergence between these four models. In contrast, the

Fig. 11 Effect of pressure gradient on velocity, temperature and Nusselt number distributions for the
variable porosity category †d pÄ0.008, bÄ0.98, cÄ2.0, «`Ä0.5‡; „a… dp ÕdxÄ746, „b… dp ÕdxÄ2985

Fig. 12 Effect of particle diameter on velocity, temperature, and Nusselt number distribu-
tions for the variable porosity category †dp ÕdxÄ1493, bÄ0.98, cÄ2.0, «`Ä0.5‡; „a… d p
Ä0.004, „b… d pÄ0.016
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effects of a higher pressure gradient, larger particle diameter,
higher freestream porosity, largerb and smallerc, create a closer
agreement between these four models, as seen in Fig. 16.

In general, models V2 and V3 result in velocity distributions
which are quite close to each other except at the peak where V2
has a higher peak than model V3. This happens because model V2

has a lower effective viscosity than model V3 which translates to
a lower resistance to fluid flow and consequently a higher peak. In
general, models V1 and V4 are more similar and result in a larger
freestream velocity when compared to models V2 and V3. This
occurs because the Forchheimer term for the V2 and V3 models
are larger than the corresponding one in the V1 and V4 models.

Fig. 13 Effect of freestream porosity on velocity, temperature, and Nusselt number distribu-
tions for the variable porosity category †dp ÕdxÄ1493, d pÄ0.008, bÄ0.98, cÄ2.0‡; „a… «`

Ä0.4, „b… «`Ä0.45

Fig. 14 Effect of constant c on velocity, temperature, and Nusselt number distributions for the vari-
able porosity category †dp ÕdxÄ1493, d pÄ0.008, bÄ0.98, «`Ä0.5‡; „a… cÄ1.0, „b… cÄ5.0
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4.3 Thermal Dispersion. The effect of thermal dispersion
has been studied by a number of researchers in the past few years
and has been shown to enhance the heat transfer process. These
studies have tried to correlate the experimental data to a formula-
tion for the thermal dispersion conductivity or diffusivity. A de-
tailed analysis of the research works in this area reveals the exis-

tence of five pertinent models as displayed in Table 4. The present
section considers the effects of using these five variant models for
the transverse thermal dispersion conductivity on the transport
processes in porous media. For this category, a constant porosity
assumption was invoked since the variable porosity category was
analyzed earlier.

Fig. 15 Effect of constant b on velocity, temperature, and Nusselt number distributions for the
variable porosity category †dp ÕdxÄ1493, d pÄ0.008, cÄ2.0, «`Ä0.5‡; „a… bÄ0.2, „b… bÄ0.6

Fig. 16 Velocity, temperature, and Nusselt number distributions for the variable porosity
category „a… dp ÕdxÄ746, d pÄ0.008, bÄ0.2, cÄ5.0, «`Ä0.4; „b… dp ÕdxÄ2985, d pÄ0.016, b
Ä0.98, cÄ1.0, «`Ä0.5
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Figures 17–24 present the effect of variations within the mod-
els utilized for the thermal dispersion category. Models D1 and
D2 will be identical when the porosity equals 1/3.5 while models
D1 and D4 will be identical when the porosity equals 0.27. More-
over, models D2 and D4 will be the same if the porosity of the
porous medium is 0.25 as indicated in Fig. 19. In the present
investigation,g50.1 was used for model D1,g50.04 was used
for model D2, andg50.17 and w51.5 were used for model D3. It
is easier to observe the differences between models D1, D2, and
D4. However, models D3 and D5 have different structures requir-

ing a more careful set of comparisons. A comprehensive numeri-
cal study was performed to analyze the variances between the five
cited models.

The effects of porosity, inertia parameter, Darcy number, Rey-
nolds number, and the particle diameter on the variances within
the thermal dispersion category are best illustrated in terms of
their effects on the temperature and the local Nusselt number pro-
files. Changing the porosity has a significant effect on models D1,
D2, and D4, while changing the Darcy number has a greater im-
pact on model D5 since the permeability is directly a function of

Fig. 17 Effect of porosity variations on temperature and Nusselt number distributions for the
thermal dispersion category †«Ä1Õ3.5, LÄ10, DaÄ10À4, RepÄ100, and d pÄ0.008‡

Fig. 18 Effect of porosity variations on temperature and Nusselt number distributions for the
thermal dispersion category †«Ä0.27, LÄ10, DaÄ10À4, RepÄ100, and d pÄ0.008‡
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the Darcy number. In general, model D3 has the thinnest thermal
boundary layer while model D1 has the thickest boundary layer.
Figures 17–20 show the effect of porosity on the temperature
profiles and the Nusselt number profiles for the five dispersion
models. It can be seen that models D1, D2, and D4 are affected by
changing the porosity while the effect of porosity on models D3
and D5 is insignificant. The effect of the inertia parameterL is
shown in Fig. 21, it can be seen that an increase in the inertia
parameter causes a reduction in the disparity between the five

models without changing the orders. This happens because the
inertia parameter affects the velocity distribution and conse-
quently affects the temperature and Nusselt number profiles. Since
a velocity term appears in the expressions for the dispersion con-
ductivity in all the five models, a change in the inertia parameter
has an effect of the same order on the thermal dispersion for all of
the five variant models.

As mentioned above, the Darcy number has a significant effect
on model D5. This effect is shown in Fig. 22. Also, it can be seen

Fig. 19 Effect of porosity variations on temperature and Nusselt number distributions for the thermal
dispersion category †«Ä0.25, LÄ10, DaÄ10À4, RepÄ100, and d pÄ0.008‡

Fig. 20 Effect of porosity variations on temperature and Nusselt number distributions for the
thermal dispersion category †LÄ10, DaÄ10À4, RepÄ100, and d pÄ0.008‡; „a… «Ä0.6, „b… «Ä0.9
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Fig. 21 Effect of inertia parameter variations on temperature and Nusselt number distributions for
the thermal dispersion category †«Ä0.6, DaÄ10À4, RepÄ100, and d pÄ0.008‡; „a… LÄ0, „b… LÄ100

Fig. 22 Effect of Darcy number variations on temperature and Nusselt number distributions for the ther-
mal dispersion category †«Ä0.6, LÄ10, RepÄ100, and d pÄ0.008‡; „a… DaÄ10À7, „b… DaÄ10À3
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that an increase in the Darcy number, which is equivalent to an
increase in the permeability, increases the thermal dispersion con-
ductivity of model D5. The effect of increasing the Reynolds
number on the thickness of the thermal boundary layers is shown
in Fig. 23. Figure 23 shows the effect of Reynolds number on the
Nusselt number distribution for the five dispersion models. It can
be seen that at low Reynolds numbers model D3 establishes the

lower bound for the heat transfer rate, while models D1 and D2
establish the upper bound. However, at high Reynolds numbers,
models D1 and D2 establish the lower bound for the heat transfer
rates. Finally, the effect of the particle diameter is found to be
significant only for the first four models. This is due to the ap-
pearance of the particle diameter in the expressions for the ther-
mal dispersion conductivity for these models. It can be seen from

Fig. 23 Effect of Reynolds number variations on temperature and Nusselt number distributions for the
thermal dispersion category †«Ä0.6, LÄ10, DaÄ10À6, and d pÄ0.008‡; „a… RepÄ10, „b… RepÄ1000

Fig. 24 Effect of particle diameter variations on temperature and Nusselt number
distributions for the thermal dispersion category «Ä0.6, LÄ10, DaÄ10À6, and Rep
Ä100; „a… d pÄ0.004, „b… d pÄ0.016
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Fig. 24 that model D5 is almost unaffected by changing the
particle diameter while the other four models are significantly
affected. Increasing the particle diameter enhances the thermal
dispersion conductivity and consequently increases the heat trans-
fer rate by causing a formation of a thinner thermal boundary
layer.

4.4 Local Thermal Nonequilibrium. Table 5 shows three
variant models for the fluid to solid heat transfer coefficienths f
and for the specific surface area of the packed bedas f , corre-
sponding to the pertinent investigations in the LTNE area. The
effects of porosity, inertia parameter, Darcy number, Reynolds
number, particle diameter, and ratio of fluid-to-solid conductivi-
ties on temperature and Nusselt number profiles for the models
shown in Table 5 are analyzed.

Effects of porosity, inertia parameter, Darcy number, Reynolds
number, particle diameter, and solid-to-fluid thermal conductivity

changes on variances among these models are shown in Figs.
25–31. Porosity is expected to have an effect on the temperature
distribution since a porosity term appears inas f for all the three
models. Figure 25 shows the effect of porosity on the temperature
distributions as well as the Nusselt number distributions for this
category. The higher the porosity the smaller the variances among
the three models. At low porosities models E2 and E3 are closer
to each other. It is clear from the temperature profiles that the
effect of the inertia parameter has an insignificant effect on the
order of the thermal boundary layer for these models. However, a
lower inertia parameter results in a closer agreement among the
three models. Figure 26 shows the effect of the inertia parameter
on the Nusselt number profiles. It is also found that the Darcy
number also has an insignificant effect on the results. However,
higher Darcy numbers cause slightly closer agreement among the
models as seen in Fig. 27.

Fig. 25 Effect of porosity variations on temperature and Nusselt number distributions for the
LTNE category †LÄ10, DaÄ10À4, RePÄ100, d PÄ0.008, k s Õk fÄ25‡; „a… «Ä0.3, „b… «Ä0.6
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The Reynolds number is found to have a substantial effect on
the variances among the three models. For higher Reynolds num-
bers the temperature profiles as well as Nusselt number distribu-
tions for the three models become closer to each other as shown in
Fig. 28. The particle diameter appears in the expressions forhs f
andas f within all of the three models. Therefore, the effect of the
particle diameter is expected to be critical. Smaller particle diam-
eters encourage the LTE in models E1 and E3 while minimizing
the variances among the three models. Larger particle diameters
enhance the LTNE in models E1 and E3 while increasing the
variances among the three models as seen in Fig. 29.

It should be noted that the thermal conductivities of the solid
and fluid appear in the relationship forhs f for model E3 while
only the fluid phase conductivity appears in thehs f equation for

models E1 and E2. As such, the solid to fluid thermal conductivity
ratio will have a significant effect on the variances among the
three models. As seen in Fig. 30, a lower conductivity ratio en-
hances the LTE and reduces the variances among the three mod-
els. Figure 31 demonstrates two extreme conditions. In Fig. 31~a!,
all of the three models tend to be in local thermal equilibrium with
very little variances among them, thus resulting in almost a single
temperature profile. On the other hand, Fig. 31~b! shows condi-
tions under which the LTNE as well as variances among the three
models are substantially enhanced.

Recent investigations have made it possible to look at some
additional physical effects regarding the thermal nonequilibrium.
As such the works by Lee and Vafai@61# and Kuznetsov
@62,58,63#can be cited. For example, in Kuznetsov@62–63# it

Fig. 26 Effect of inertia parameter variations on temperature and Nusselt number distributions
for the LTNE category †«Ä0.6, DaÄ10À4, RePÄ100, d PÄ0.008, k s Õk fÄ25‡; „a… LÄ0, „b… LÄ100
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was shown that the temperature difference between the fluid and
solid phases in forced convection flow through porous packed bed
forms a wave whose amplitude is decreasing while propagating
downstream.

A useful set of correlations for conversion of different models
within each category is provided as follows.

NuC250.9998 NuC110.23«21.173L0.2812Da0.5357ReH
0.0636 (11)

NuC350.0002 NuC110.3664«21.2582Da0.45ReH
0.1788 (12)

NuV2523.92711.2366 NuV1S dp

dxD
20.0041051

3dp
0.0092769~«`!0.1534b0.0348c20.0218 (13)

NuV3524.644711.2441 NuV1S dp

dxD
20.005978

3dp
0.0058872~«`!0.1621b0.0363c20.0228 (14)

Fig. 27 Effect of Darcy number variations on temperature and Nusselt number distributions for the LTNE
category †«Ä0.6, LÄ10, RePÄ100, d PÄ0.008, k s Õk fÄ25‡; „a… DaÄ10À8

„b… DaÄ10À3
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NuV454.735810.9921 NuV1S dp

dxD
0.0125

3dp
0.0152~«`!0.0578b0.0253c20.01 (15)

NuD254.812610.9898~4.81321NuD1!
0.9983

10.9581«0.0634L1.0442Da0.7976Rep
1.2389dp

0.9967NuD1
1.0593 (16)

NuD3529.536910.3445«0.2447~61.42491L!0.1497Da20.1152

3Rep
0.511dp

20.2456NuD1
0.2314 (17)

NuD4545.846710.8801 NuD1
0.998310.721«20.3152L0.8653

3Da0.7076Rep
1.3521dp

1.05NuD1
1.0548 (18)

Fig. 28 Effect of Reynolds number variations on temperature and Nusselt number distributions for the
LTNE category †«Ä0.6, LÄ10, DaÄ10À4, d PÄ0.008, k s Õk fÄ25‡; „a… RePÄ10, „b… RePÄ1000
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NuD55271.219510.137«0.2971~389.02531L!0.4933

3Da20.0354Rep
0.3744dp

20.3873NuD1
0.2098 (19)

NuE2f52.426211.2043~NuE1f !
0.815210.7792«0.2.2892L0.0485

3Da0.1749Rep
0.1567dp

20.0531S ks

kf
D 20.4402

~NuE1f !
1.268 (20)

NuE3f5277.564210.2554~NuE1f !
1.1645

181.2051«0.5343~0.35761L!0.0139Da20.0201

3Rep
0.1605dp

0.0328S ks

kf
D 20.0019348

(21)

Fig. 29 Effect of particle diameter variations on temperature and Nusselt number distributions for the
LTNE category †«Ä0.6, LÄ10, DaÄ10À4, RePÄ100, k s Õk fÄ25‡; „a… d PÄ0.004, „b… d PÄ0.016
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NuE2s5210.536211.7505~NuE1s!
0.8054

10.0515«1.469Da0.0187Rep
20.3453

3dp
0.6346S ks

kf
D 0.3848

~NuE1s!
2.2807 (22)

NuE2s529.56610.7751~NuE1s!
0.9753128.018«1.6719

3~0.04631L!0.0154Da20.011Rep
0.7615dp

21.1829S ks

kf
D 20.6435

3~NuE1s!
21.5 (23)

Fig. 30 Effect of solid-to-fluid thermal conductivity ratio variations on temperature and Nusselt number
distributions for the LTNE category †«Ä0.6, LÄ10, DaÄ10À4, RePÄ100, d PÄ0.008‡; „a… k s Õk fÄ5, „b…
k s Õk fÄ50
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Equations~11! and~12! convert the results from models C2 and
C3 to model C1 for the constant porosity category. Equations
~13!, ~14! and ~15! convert the results from models V2, V3, and
V4 to model V1 for the variable porosity category. Equations
~16!, ~17!, ~18!, and~19! convert the results from models D2, D3,
D4, and D5 to model D1 for the thermal dispersion category.
Finally, Eqs.~20!, ~21!, ~22!, and~23! convert the results from
models E2 and E3 to model E1 for the local thermal nonequilib-
rium category.

5 Conclusions

A comprehensive comparative study of the models for transport
processes through a porous medium was performed. Four major
categories namely constant porosity, variable porosity, thermal
dispersion, and local thermal nonequilibrium were analyzed in
detail. The main objective of the present study was to analyze the
variances among these models within each category. The results
of this investigation systematically quantify and characterize the

Fig. 31 Temperature and Nusselt number distributions for the LTNE category; „a… «Ä0.9, LÄ0, Da
Ä10À3, RePÄ1000, d PÄ0.004, k s Õk fÄ5, „b… «Ä0.3, LÄ100, DaÄ10À8, RePÄ100, d PÄ0.016, k s Õk fÄ50
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effects of the pertinent controlling parameters on the variances
among different models. It is shown that for some cases the vari-
ances within different models have a negligible effect on the re-
sults, while for some cases the variations can become significant.
In general, the variances have a more pronounced effect on the
velocity field and a substantially smaller effect on the temperature
field and Nusselt number distribution.

The variants among models for the constant porosity and the
variable porosity categories are generally small and are antici-
pated to be well within experimental uncertainties. As such, these
models can be considered to have negligible variances amongst
them. On the other hand, the variants among models for the ther-
mal dispersion category are found to be more pronounced. For
small porosities, models D1, D2, and D4 are close to each other
while for large porosities, models D2, D3, D4, and D5 are close to
each other. For small inertia parameters, model D1 and D4 are
found to be close to each other while for large inertia parameters,
models D1 and D5 are closer to each other. For low Reynolds
numbers, models D3 and D5 are close to each other. For small
particle diameters, models D1, D4, and D5 are found to be closer
to each other. Finally, the variants among models for the local
thermal nonequilibrium category are not substantial and are gen-
erally more pronounced within the entry region and well within
experimental uncertainties. However, model E1 differs from mod-
els E2 and E3 for the cases of small porosities and low Reynolds
numbers. It should be noted that a detailed analysis of different
types of interfacial conditions between a porous medium and a
fluid layer was also recently investigated by Alazmi and Vafai
@64#.

Nomenclature

as f 5 specific surface area of the packed bed, m21

b, c 5 porosity variation parameters, Eq.~4!
Cp 5 specific heat at constant pressure, J kg21 K21

dp 5 particle diameter, m
dv 5 parameter defined in Table 5
Da 5 Darcy number,K/H2

F 5 geometric function defined in Eq.~3!
hs f 5 fluid-to-solid heat transfer coefficient, W m22 K21

H 5 half the height of the packed bed, m
k 5 thermal conductivity, W m21 K21

K 5 permeability, m2

L 5 length of the packed bed, m
Nu 5 local Nusselt number,hDh /keff
Nu 5 average Nusselt number
Pe 5 Peclet number,ucdp /a f
Pr 5 Prandtl number,m CP f /kf

ReH 5 Reynolds number,ucH/n
Rep 5 particle Reynolds number,ucdp /n

T 5 temperature, K
u 5 velocity in x-direction, m s21

U 5 nondimensional velocity,u/uc
x, y 5 Cartesian coordinates, m

X, Y 5 nondimensional coordinates,x/H andy/H

Greek Symbols

a 5 thermal diffusivity, m2 s21

g 5 dispersion coefficient parameter
« 5 porosity
L 5 inertia parameter,«3/2Fu`H/n f
m 5 kinematics viscosity, kg m21 s21

n 5 dynamic viscosity, m2 s21

u 5 dimensionless temperature, (Tw2T)/(Tw2Te)
Q 5 dimensionless temperature,h(Tw2T)/qw

Subscripts

c 5 convective component
d 5 dispersion
e 5 inlet

eff 5 effective property
f 5 fluid
s 5 solid

w 5 wall
` 5 freestream
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Heat Transfer and Fluid Flow in a
Square Duct With 12 Different
Shaped Vortex Generators
Detailed local Nusselt number distributions in the first pass of a sharp turning two-pass
square channel with various configurations of longitudinal vortex generator arranged on
one wall were measured using transient liquid crystal thermography. Flow patterns and
friction factors were measured by the use of laser-Doppler velocimeter and pressure
transducer, respectively. The Reynolds number, based on channel hydraulic diameter and
bulk mean velocity, was fixed at 1.23104. The vortex generator height-to-hydraulic di-
ameter ratio and pitch-to-height ratio were 0.12 and 10, respectively. Comparisons in
terms of heat transfer augmentation and uniformity and friction loss are first performed
on 12 configurations of single longitudinal vortex generator. The fluid dynamic mecha-
nisms and wall confinement relevant to heat transfer enhancement are then documented
for three-selected vortex generator models. In addition, the differences in fluid flow and
heat transfer characteristics between a single vortex generator and a vortex generator
array are addressed for the delta wing I and 45 deg V (with tips facing upstream) models
which provide better thermal performance among the 12 configurations examined. The
direction and strength of the secondary flow with respect to the heat transfer wall are
found to be the most important fluid dynamic factors affecting the heat transfer promotion
through the channel wall, followed by the convective mean velocity, and then the turbu-
lent kinetic energy.@S0022-1481~00!01202-0#

Keywords: Augmentation, Channel Flow, Heat Transfer, Image Processing, Nonintrusive
Diagnostics

Introduction
Rib arrays inside an internal cooling channel are often used in

heat exchanger systems to enhance the heat transfer rate. In the
second generation of internal channel cooling~@1#!, spanwise vor-
tices induced by the square cross-sectioned right-angled ribs break
up the boundary layer to reduce the heat resistance between cool-
ant flow and hot walls. Turbulence, generated from separation and
flow reattachment, provides good mixing to increase heat ex-
change. In the third generation of internal channel cooling~@1#!,
longitudinal vortices generated by protuberances are receiving
more and more attention both in laminar~@2,3#!and turbulent flow
regimes~@4,5,6#!, not only because they are capable of strongly
perturbing the boundary layer by the associated secondary flow,
but also longitudinal vortices usually maintain over longer stream-
wise distances~@7#!.

The Laser-Doppler velocimetry~LDV! measurements of Liou
et al. @8# showed that right-angled ribs also generate a pair of
longitudinal vortices. These vortices are relatively small and are
located near side walls due to the interaction of the rib with the
flow near the side wall. They have thus a minor effect on heat
transfer. When ribs are oblique to the channel, i.e., the rib has a
partial streamwise direction, the main flow can more easily climb
over the ribs and generate stronger secondary flows, as depicted in
Fig. 1. Han et al.@9# examined the effect of rib angle orientation
on the heat transfer distributions and pressure drop in a square
duct. The results showed that V-shaped angled rib produces the
highest heat transfer augmentation and the greatest pressure drop.
The large pressure drop generally results from flow separation
behind the square cross-sectioned ribs. With a proper design, a
vortex generator, such as a delta wing, could generate strong lon-

gitudinal vortices without a recirculation zone behind it and,
therefore, lower pressure drop~@3,10#!. Hibbs et al.@11# examined
the effect of additional cylindrical vortex generators on the heat
transfer from the right-angle-ribbed passage. Their results indi-
cated that the presence of vortex generators not only led to high
local heat transfer rates, but also made the inter-rib heat transfer
distributions more uniform. Eibeck and Eaton@4# studied the heat
transfer effect of a vortex introduced by a half-delta wing. Pauley
and Eaton@6# further examined a pair of half-delta wings. Both
results showed that heat transfer is enhanced where secondary
flow is directed toward the primary~bottom! wall and reduced
where the secondary flow is directed away from the primary wall.
Their duct has a larger aspect ratio~span-to-height ratio54.8!, and
the size of vortex generators is much smaller than the channel
width. In a turbine blade internal cooling channel, the spanwise
width of ribs or vortex generators is comparable to the channel
width. In addition, though the aspect ratios range from 1:4 to 4:1
for the turbine blade internal cooling channels, most researchers
~@12,13,14,15,16#!chose the simplest case 1:1 in their investiga-
tions. The side walls in the turbine blade internal cooling passage
could thus restrict and largely modify the longitudinal vortex
structure reported by the aforementioned researchers who adopted
vortex generators having sizes much smaller than the channel
width ~@4,6#! and, in turn, modify the heat transfer characteristics.
Han’s research group~@9,17,18,19#!had made comprehensive
studies on the heat transfer enhancement of vortex generators with
different shapes and configurations by using thermocouple tech-
niques. Similar to other previous thermocouple measurements on
heat transfer augmentation using vortex generators~@20,5,6,14#!,
these experimental results provided discrete regional averaged
heat transfer coefficients. Recently, Ekkad and Han@13# reported
Nusselt number distributions for a two-pass square channel with
one ribbed wall using a transient liquid crystal technique. Chyu
et al. @21# investigated heat transfer enhancement of ducts with
multiple delta wing pair arrays by using a transient liquid crystal
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technique as well. In general, the transient liquid crystal technique
is able to provide detailed local heat transfer distribution maps;
nevertheless, its applications to study heat transfer augmentation
associated with longitudinal vortex generators are still less in
comparison with the thermocouple technique.

One of the goals of the present research is to make a compari-
son of the level of heat transfer augmentation of 12 differently
shaped longitudinal vortex generators in a square channel by us-
ing the transient liquid crystal thermography. Both detailed and
regional averaged Nusselt number distributions are presented. The
uniformity of heat transfer distribution is examined by comparing
the calculated standard deviations of Nusselt number distributions.
To the authors’ knowledge, no previous work investigated the
nonuniformity of rib-enhanced internal channel cooling in terms
of a quantitative comparison. In general, previous studies based
on thermocouple measurements~@9,14#!could provide the nonuni-
formity information of the regional-averaged values rather than
the local values within each averaged region. The pressure drop
across vortex generators is presented to evaluate the friction factor
and thermal performance. More importantly and uniquely, LDV
measurements in the near fields of selected vortex generators with
better heat transfer enhancement are presented to relate the mean
flow patterns and turbulent kinetic energy distribution to the heat
transfer distributions, an approach lacking in pertinent open litera-
ture. In addition, the heat transfer and fluid flow over the periodic
vortex generator array are studied and compared with those over
the single vortex generator.

Test Apparatus
Figure 2 schematically illustrates the transient thermochromic

liquid crystal thermography and LDV experimental setup. The
liquid crystal thermography system~@15#! consisted of a digital
video camera used to record the color change of the liquid crystal
coating, a thermocouple recorder measuring the main flow tem-
peratures during the test, and a micro-differential transducer with
pressure taps measuring the static pressure drop. For the case of
single vortex generator, two thermocouple probes were placed at
X5325 mm andX5400 mm, i.e., 10H in front of and 15H in
back of the vortex generator’s rear edge for main flow temperature
measurements. For multiple vortex generator array, two thermo-
couple probes were placed atX555 mm andX5475 mm. The
in-between main flow temperature could be estimated by the lin-
ear interpolation of two measured temperatures. The two-
dimensional LDV system adopted was a two-color four-beam sys-
tem using a 4-W argon-ion laser with 488 nm~blue!and 514.5 nm
~green! lines ~@23,22#!. A forward scattering configuration pro-

vided a probe~@23#! volume of about 1.69 mm in length and 0.164
mm in diameter, and an off-axis scattering configuration 0.74 mm
in length and 0.164 mm in diameter, based on 1/e2 extent of light
intensity. The LDV system was mounted on a vibration-isolated
milling machine, providing a probe-volume-position resolution of
0.01 mm. The scattered light from particles with a nominal size of
0.8 mm was collected into the photomultiplier and then down-
mixed to the adequate frequency shift of 0.1 to 10 MHz. The two
counter processors~1-ns resolution!were used to process the
Doppler signals and feed the digital data into a PC-586 for storage
and analysis. A 2.2-kW turbo blower at downstream end of the
flow circuit drove the fluid flow in the suction mode. The working
medium, air, was drawn into a rectangular duct with an aspect
ratio of 2.25:1, passing through a quick response heater mesh, and
turned 90 deg into the two-pass test duct with a square cross
section. Downstream of the test section, the air flowed through a
flowmeter, a bellows, and then exhausted.

Theory of Heat Transfer Analysis
Equation ~1! is the analytical solution of a one-dimensional

transient heat transfer conduction model over a semi-infinite solid
wall with a convective boundary condition~@12#!:

Fig. 1 Sketch of configuration, coordinate system, and dimensions of vortex generator
and test section

Fig. 2 Schematic drawing of overall experimental system
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which is used to evaluate the local heat transfer coefficient~h!
over the test surface coated with liquid crystals. The thermochro-
mic liquid crystal has a color-changing range of 5 K. The cali-
brated value of the green point temperature (Tw) under fixed
lighting environment is 312.4 K. When initial temperature of the
test surface (Ti), bulk mean temperature of main flow (Tr), and
the time~t! for wall temperature reaching the green point (Tw) are
given, h can be calculated from Eq.~1!. Thermal performance
evaluation is accomplished by assuming that heat transfer area
and pumping power are constant. The relation can be written as

Re* 5~ f•Re3/0.316!1/2.75 (2)

where Re* represents Reynolds number in the corresponding
smooth duct. The thermal performance is determined by the ratio
of average Nusselt numberNu of the roughened ducts to Nu0* of a
smooth duct at the condition of constant pumping power,
Nu/Nu0* , where Nu0* is obtained from the Dittus-Boelter correla-
tion ~@24#! for a smooth circular tube under fully developed con-
dition and has the following form:

Nu0*50.023•Re* 0.8
•Pr0.4. (3)

Test Section and Vortex Generators
Figure 1 shows the configuration, coordinate system, and di-

mensions of the test section. The test section was made of 10-mm
to 15-mm thick acrylic sheets for optical access. The flow path has
a square cross section with a hydraulic diameter ofDH525 mm.
The lengths of the first pass, sharp turn, and second pass are
30.4DH , 0.5DH , and 30.4DH , respectively. At the turn, the
clearance between the tip of the divider wall and the duct outer
wall is equal to 1DH ~or 25 mm!. The divider-wall thickness is
0.5DH . The geometric parameters of a vortex generator~hereaf-
ter also referred to as VG! are also defined in Fig. 1. Table 1
shows the 12 configurations of the vortex generators investigated.
The vortex generator height,H, is fixed at 3 mm and width,WVG ,
at 25 mm~except the models~B!, ~K!, and ~L! in Table 1!. Two
facing directions, i.e., with the tip of the vortex generator facing
upstream~denoted as UI ! or downstream~denoted as DI !, were
investigated for V-shaped angled ribs~~C!–~F!! and delta wings
~~G!–~J!!. The inlet reference station (X50) is chosen at 475 mm
or 19DH upstream of the turn. To facilitate the description of the
fluid flow and heat transfer around the vortex generator, the
streamwise coordinateXN with XN50 located at vortex genera-
tor’s rear edge is used, whereN is the position index of theNth
vortex generator in the array. In the multiple vortex generator
array study, the first vortex generator’s rear edge is placed atX
53.4DH or X585 mm. There are 14 vortex generators evenly
placed in the first pass with a pitch ofPi530 mm510H. In the
single vortex generator study, the vortex generator’s rear edge is
placed atX10 or X5355 mm.X10 is chosen since the fluid flow in
a vortex generator array attains spatially periodic condition typi-
cally at X.X10 ~@8,22,23#!. One can then compare fluid flow and
heat transfer characteristics under spatially periodic~i.e., multiple
vortex generators! and nonperiodic~i.e., single vortex generator!
conditions.

Test Conditions and Uncertainty Estimation
The Reynolds number, based on the channel bulk mean velocity

of Ub57.3 m/s and hydraulic diameter, was fixed at 1.23104,
and the inlet air temperature was maintained at 330 K. The heat
transfer measurements were made in the region of 8H upstream
to 15 H downstream ofXN50 for the case of single vortex gen-
erator study, models~A!–~L! in Table 1, and 25H upstream to 25
H downstream ofXN50 for the case of multiple vortex generator

array, models~C! and~G! in Table 1. The nondimensional uncer-
tainty intervals for the variables in Eq.~1! are listed as follows:

Time of color change t 63 percent

Thermal diffusivity of wall ArwCpwkw 65 percent

Thermal conductivity of wall kw 65 percent

Bulk mean temperature of main streamTr 61 percent

Green-point temperature Tw 61 percent

Initial temperature of wall Ti 60.3 percent

According to the root-sum-square method, the most proper uncer-
tainty is estimated to be68 percent. The maximum uncertainty,
23 percent, occurs on the surface of the vortex generators, where
one-dimensional model is not valid. In general, the uncertainty
can be higher on and very near the edge of the vortex generator
due to potential two-dimensional effect. Vedula et al.@25# also
found that effects of lateral and anisotropic conduction are not
very significant except in very small regions of protrusions. Con-
duction losses are relatively small because the transient test period
is short~less than 60 seconds for 90 percent of test areas! and the

Table 1 A list of configurations, regional averaged Nusselt
number ratios, standard deviations of regional averaged Nus-
selt number ratios, and friction factors for 12 different vortex
generators at Re Ä1.2Ã104
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walls are made of insulating material. Radiation is negligible be-
cause the entire walls of the channel are heated by the mainstream
at fairly uniform temperature.

The secondary-flow velocity vector mappings were performed
over a cross-sectional plane 1 mm behind the vortex generator’s
rear edge for the case of single vortex generator study, models
~C!, ~G! and ~H! in Table 1. Moreover, detailed velocity vector
mappings for the region from 8H upstream to 10H downstream
of XN50 in the Z50 plane were made for the case of single
vortex generator, models~C! and~G! in Table 1. Figure 3 depicts
the flow conditions at the inlet reference planeX50 in terms of
streamwise mean velocity and turbulence intensity profiles. The
corresponding boundary layer thickness,d99 defined at 99 percent
UI max, is 5.9 mm, which is higher than the vortex generator height

~3 mm!. UI /UI b and Au2/UI b are rather uniform in the region of
Y/B5160.6 and have values of 1.03 and 0.08, respectively. In
the present study, the mean velocity and turbulence data were
calculated from the probability density distribution function of the
measurements. Typically, 4096 realizations were ensemble aver-
aged at each measuring location. The statistical errors in the en-
semble averaged mean velocity and turbulence intensity were less
than 0.018UI b and 0.031UI b , respectively, for a 95 percent con-
fidence level. Refer to our previous work~Liou and Chen, 1997!
for a more detailed discussion of other error sources.

Results and Discussion

Single Vortex Generator „SVG….

Heat Transfer and Friction Loss.Detailed heat transfer distri-
butions for all 12 configurations of single longitudinal vortex gen-
erator ~VG! examined are presented in Fig. 4. Figure 4~A! pre-
sents Nu/Nu0 distributions around the 60 deg oblique VG. Highest
Nu/Nu0 are obtained on top of the VG and near the outer wall
(Z/A51). There is larger spanwise variation in the Nusselt num-
ber ratio distribution along the VG. Nu/Nu0 decreases from 6
around ~XN /H;25, Z/A51! to 2 around~XN /H50, Z/A5
21!. Heat transfer is very low immediately behind the VG due to
the presence of flow separation zone. In fact, the shape of high
heat transfer region downstream of the VG suggests that the in-
duced longitudinal vortex diagonally moves away from the outer
wall ~XN /H522, Z/A51! toward the divider wall~XN /H515,
Z/A521!. The vortex structure is weakened or even broken after
its retardation by the divider wall nearXN /H515. As a result,
Nu/Nu0 decreases to 1 forXN /H.15. In the previous study

Fig. 3 Streamwise mean velocity and turbulence intensity pro-
files at inlet reference station XÄ0 „smooth wall…

Fig. 4 Detailed local Nusselt number ratio distributions near 12 different configurations of SVG at Re Ä1.2Ã104
„fluid flow from

right to left…
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~@13#!. H/2A50.125, Pi/H510, square rib, and Re51.23104!,
the shape of high heat transfer region behind the 60 deg parallel
VGs is approximately parallel to the VG itself. For comparison, it
diagonally moves away from the outer wall towards the divider
wall in the present single 60 deg oblique VG case. An additional
retardation of the upstream VG-induced longitudinal vortex by the
downstream VG in the case of multiple 60 deg oblique VGs,
lacking in the case of single 60 deg oblique VG, is the main cause
for the above difference in the orientation of high heat transfer
region behind the VG. Heat transfer distribution around the 60
deg brokenV VG is depicted in Fig. 4~b!. It is approximately
equivalent to two Fig. 4~A!arranged in a staggered form but half
in VG length, longitudinal vortex size, and characteristic-zone
size. The regional averaged Nusselt number Nurg /Nu0 for the 60
deg brokenV VG is, therefore, slightly lower than that for the 60
deg oblique VG; however, the 60 deg brokenV VG provides a
more uniform heat transfer distribution than the 60 deg oblique
VG, as indicated in Table 1. Comparing with the case of multiple
VGs ~@13#! one finds that the presence of the consecutive VGs
makes the heat transfer enhancement limited to the mid-channel
region and exhibited a snaky shape, significantly different from
that of present single VG case.

Figure 4~C!depicts the Nu/Nu0 contours around the single 45
degV-shaped VG with its tip pointing upstream~designated as UI
in Table 1!. Nu/Nu0 ratios are highest on the top of the VG,
particularly around the tip top. The narrow low heat transfer re-
gion immediately behind the VG is again due to the flow separa-
tion inherent with the solid-type rib. A large area of high heat
transfer enhancement region ranging fromXN /H522 to 10 and
Z/A520.9 to 0.9 is obtained, e.g., Nu/Nu053 to 4 in the region
XN /H521 to 4. The merge of downward washes of two coun-
terrotating longitudinal vortices induced by each angled side of
the V VG in the mid-channel region, as shown in Fig. 5, is re-

sponsible for the large area of high heat transfer augmentation
shown in Fig. 4~C! ~rank number one in Table 1!. The heat trans-
fer near the outer and divider walls~Z/A50.9 to 1 andZ/A5
20.9 to 21! is low ~Fig. 4~C!! where the secondary flow is di-
rected away from the liquid crystal coated bottom wall (Y/B
50) ~Fig. 5!. Figure 4~D!depicts the Nu/Nu0 contours around the
single 45 degV-shaped VG with its tip pointing downstream~des-
ignated as DI in Table 1!. Again, flow acceleration over the VG
leads to the higher heat transfer on the VG top and flow separation
behind the VG causes the low heat transfer region immediately
after the VG. The high heat transfer areas, including the VG tip, in
this case are located in the regions adjacent to the outer and di-
vider walls where the velocity vectors of the longitudinal vortices
~or secondary flow!are directed towards the bottom wall as de-
picted in Fig. 5. In the mid-channel area where the secondary flow
is directed away from the bottom wall~Fig. 5!, the heat transfer is
lower there~Fig. 4~D!,Z/A520.4 to 0.4!. The completely oppo-
site rotating directions of the longitudinal vortices induced by the
45 degV UI and DI VGs ~Fig. 5! result in the difference in the heat
transfer enhancement distributions between the two cases~Figs.
4~C! and 4~D!!. It is also worth mentioning here that the wall
confinement reduces the regions where the secondary flows are
directed away from the bottom wall and, hence, largely augments
the heat transfer for the case of 45 degV UI VG ~Fig. 5!. In
contrast, the wall confinement reduces the regions where the sec-
ondary flows are directed towards the bottom wall and, therefore,
curtails the heat transfer augmentation for the case of 45 degV DI
VG ~Fig. 5!.

Figure 4~E!depicts the Nu/Nu0 contours around the 60 deg
V-shaped UI VG. The heat transfer enhancement distribution is
basically similar to that of Fig. 4~C!. However, the downward
wash of the secondary flow induced by the 60 degV UI VG is
slightly weaker than that by the 45 degV UI VG. Figure 4~E!thus
presents a slightly larger low-heat-transfer region immediately
downstream of the VG. Moreover, heat transfer uniformity has a
slight improvement~rank second in Table 1!. For the correspond-
ing case of multiple VGs, the results of Ekkad and Han@13# also
reveals a thick region of low heat transfer with Nu/Nu0 as low as
0.5. A similar comparison is valid between the 60 degV DI VG
and 45 degV DI VG.

The Nu/Nu0 color contours around the delta wing I UI VG are
depicted in Fig. 4~G!. The downward wash of the longitudinal
vortices induced by the leading edge of the delta wing extends
from Z/A520.75 to 0.75, as shown in Fig. 5, where the heat
transfer enhancement prevails. Note that the longitudinal vortices
sweep over the downstream inclined VG top making high heat
transfer elevation prevail in the region ofXN /H524 to 4 and
Z/A520.5 to 0.5 with Nu/Nu053 to 4. It also makes the lowest
heat transfer region~usually aroundXN /H50!, typically associ-
ated with flow separation immediately behind the solid-type rib
~@8#! vanish. The delta wing I UI VG thus ranks third in Table 1 in
terms of regional averaged heat transfer enhancement. Neverthe-
less, a more uniform heat transfer enhancement, twofold improve-

ment in terms of~Nu/Nu0!std, defined asA~Nu2Nu!2, is obtained
for the delta wing I UI VG than for the 45 degV UI and DI VGs
since the former lacks a low heat transfer region immediately
behind the VG. Figure 4~H!depicts the Nu/Nu0 contours around
the delta wing I DI VG. The delta wing I DI VG acts like a ramp
which leads to a large flow separation zone immediately behind
the VG and raises the longitudinal vortices further away from the
bottom. As a result, it provides the poorest heat transfer enhance-
ment, as indicated in Table 1.

Figure 4~I!presents the Nu/Nu0 contours around the delta wing
II UI VG whose widest part is the highest and spans the whole
channel width. As seen from Fig. 4~I!, its heat transfer character-
istics downstream of the VG resemble to those downstream of a
90 deg angled square rib. The Nu/Nu0 contours presented in Fig.
4~J! for the case of the delta wing II DI , whose angled sides are the
highest, provide heat transfer characteristics downstream of the

Fig. 5 Secondary flow patterns and turbulent kinetic energy
contours at a selected cross section located 3 mm behind a
SVG for ReÄ1.2Ã 104: „C… 45 deg V UO VG; „D… 45 deg V DO VG;
and „G… delta wing I UO VG. „Note that the secondary flow pat-
terns are plotted facing the downstream direction. …

Journal of Heat Transfer MAY 2000, Vol. 122 Õ 331

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



VG similar to those of theV-shaped VG cases~Figs. 4~D! and
4~F!!. However, its heat transfer augmentation is lower due to the
ramp effect on raising the longitudinal vortices further above the
bottom wall.

Figure 4~K! depicts the Nu/Nu0 contours around the delta
winglet I UI VG pair and basically consists of two smaller figures
similar to Fig. 4~G!. According to Fig. 5, the secondary flows in
the border region between the two delta wing I UI VGs are di-
rected away from the bottom wall; hence, the heat transfer en-
hancement obtained from the delta winglet I UI VG pair
(Nurg /Nu052.00;2.39, Table 1!is lower than from the single
delta wing I UI VG ~Nurg /Nu052.28;2.66, Table 1!. It is inter-
esting to compare with other researchers’ results. Chyu et al.@21#
studied the heat transfer enhancement around the delta winglet I UI
VG pair in an array. Their operating conditions~versus our oper-
ating conditions! are H/2A50.4(0.12), Pi/H55(10), A/B
52(1), oval cross section~square cross section!, and Re53
3104 (1.23104). They obtained Nurg /Nu0'1.6 whereas the
present study obtains a higher value Nurg /Nu052.00;2.35. One
of the reasons for the above difference in Nurg /Nu0 between the
two studies is attributed to the Reynolds number. Ekkad and Han
@13# reported a decrease of Nurg /Nu0 with an increase in Rey-
nolds number for Re ranging from 63103 to 63104, thus ex-
plaining the present result.

Figure 4~L! presents the Nu/Nu0 contours around the winglet
pair with gap~Table 1!, a configuration not investigated in the
open literature. It is seen that the heat transfer is not elevated in
the gap region of the winglet pair although one expects an in-
crease of the convective velocity through the gap. The heat trans-
fer enhancement mainly results from the longitudinal vortices
generated by the delta winglets, as revealed from Fig. 4~L!. The
above observation may suggest that the downward washes of lon-
gitudinal vortices plays a more important role than the convective
velocity in augmenting heat transfer using VGs.

As a summary, Table 1 shows that the V-shaped UI VG pro-
vides the highest heat transfer (Nu/Nu0) promotion under a con-
stant flow rate condition but the lowest heat transfer uniformity
~or largest (Nu/Nu0!std). On the other hand, the lowest Nu/Nu0
augmentation, but the highest heat transfer uniformity, is obtained
by using the delta wing I DI VG, delta wing II UI VG, and delta
wing II DI VG. The delta wing I UI VG gives the third Nu/Nu0
enhancement, the fifth low (Nu/Nu0!std, and the second low fric-
tion loss (f / f 0). Table 1 also shows that the highest frictional loss
with f / f 0.10 is generated by the 60 degV-shaped VG and delta
wing II UI and DI VGs which behave more like a right-angled rib
with large recirculation zone immediately behind the rib. The low-
est frictional loss withf / f 0,2 can be obtained by using the delta
wing I UI or DI VG and winglet pair with gap. The rationale is that
the delta wing I UI VG does not induce flow separation behind it
and the winglet pair with gap has a gap to reduce the blockage
effect. When two small delta wing I UI VGs are used to form the
delta winglet I pair UI VG, the Nu/Nu0 enhancement is reduced 20
percent but thef / f 0 is doubled. The delta winglet I pair UI VG is
therefore not recommended. The last column of Table 1 gives a
comparison in terms of the heat transfer (Nurg /Nu0* ) augmenta-
tion under a constant pumping power condition. Among the VG
configurations examined, the top three VG configurations in terms
of Nurg /Nu0* enhancement are in the following order: the delta
wing I UI VG ~first!, the 45 degV UI VG ~first!, and the winglet
pair with gap VG~third!. Note that the delta wing I UI VG ranking
second in terms of Nurg /Nu0 enhancement~i.e., at a constant flow
rate condition!moves to the first place in terms of Nurg /Nu0*
enhancement due to its lowerf / f 0 loss. The most interesting out-
come is the winglet pair with gap VG which generates poorer
Nurg /Nu0 enhancement but provides the third highest Nurg /Nu0*
enhancement due to its lowest frictional loss.

Mean Flow and Turbulent Kinetic Energy. The velocity
vectors and turbulent kinetic energy contours of the secondary

flow at stationXN /H51 or 3 mm behind VG’s rear edge are
depicted in Fig. 5 for three representative VGs. The descriptions
of the flow patterns and their effects on heat transfer enhancement
have been given in the preceding sections. The most distinct dif-
ferences in the secondary mean flow patterns behind the three
VGs are:~1! counterclockwise rotation with vortical center (Z/A
50.7;0.8) near side wall (Z/A51) for the 45 degV UI VG and
the delta wing I UI VG versus clockwise rotation with vortical
center (Z/A50.2;0.3) near channel centerline (Z/A50) for the
45 degV DI VG; and ~2! most of the bottom wall is impinged by
the downward vertical velocities for the former versus swept by
the spanwise velocities for the latter. All the vortex centers are
situated above the bottom wall and approximately at VG’s local
height. The wall confinement of the square duct on the longitudi-
nal vortical structures induced by the 45 degV UI VG and the delta
wing I UI VG significantly improves the heat transfer elevation by
cutting out the part of vortical structure which is directed away
from the bottom wall. In contrast, Eibeck and Eaton@4# and Pau-
ley and Eaton@6# ~channel aspect ratio of 4.8 and VG-to-channel
width ratio of 0.03! found very complete concentric circles of
longitudinal vortex structures due to lacking of wall confinement.
They concluded that a designer wishing to obtain the high heat
transfer augmentation should avoid common-flow-up vortices that
are in close proximity. The wall confinement on the present 45
degV UI VG and delta wing I UI VG effectively removes not only
other common-flow-up vortices but the upwash side of the pri-
mary vortex.

As for thek/Ub
2 (k53(v21w2)/4) distributions, the mean ve-

locity gradients of the secondary flow are the maximum near the
vortex centers (Z/A50.2;0.3) for the 45 deg V UI VG
(kmax/Ub

25seven percent) and the delta wing I UI VG (kmax/Ub
2

5four percent) and decrease away from the vortex centers to-
wards the channel centerline~k'0.1kmax near centerline!. Since
the spanwise mean velocities sweep over the bottom wall for the
case of the 45 degV DI VG, the mean velocity gradients of the
secondary flow are maximum adjacent to the bottom wall and, in
turn, kmax/Ub

25five percent occurs there.
Figure 6 presents the streamwise mean velocity vector fields

around the 45 degV UI VG and the delta wing I UI VG. The
approaching flow below the VG height is retarded and turned
upward near VG’s front edge to flow over the vortex generator. It
is interesting to note that there is no corner vortex formed in front
of the vortex generators, as often observed in the case of the
right-angled rib~@8#!. The reason is that for the two VGs exam-
ined in Fig. 6 part of the approaching flow can split from the V
shape’s tip into two streams along the two angled sides. It should
be also noted that the LDV measurement plane does not cut
through sections off the channel centerline where vortices roll up.
A major difference exists between the two flow patterns depicted

Fig. 6 Vector plot of the flow patterns near a SVG along Z
Ä0 plane for ReÄ1.2Ã 104: „C… 45 deg V UO VG and „G… delta
wing I UO VG.
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in Fig. 6. Flow separation bubble occurs immediately behind the
45 degV UI VG but not behind the delta wing I UI VG. Its effects
on the pressure loss~Table 1!and heat transfer enhancement im-
mediately behind the VG is evidenced as one compares Fig. 4~C!
and Fig. 4~G!.

Main Fluid Dynamic Parameters Affecting Heat Transfer.
One of the purposes of the present study is to find out the domi-
nant fluid dynamic factors controlling the heat transfer augmenta-
tion. Figure 7 is an attempt to achieve this goal. Overall speaking,
the shapes of2V/Ub distribution are most consistent with those
of Nu/Nu0 distribution for all three selected VGs. In particular,
that the downwash regions of the secondary flow are associated
with the highest Nu/Nu0 enhancement and the upwash regions
with the low Nu/Nu0 enhancement is evidenced from Fig. 7. Con-
sequently, the magnitude and direction of the cross-sectional sec-
ondary flow with respect to the heat transfer wall are the dominant
fluid dynamic factors in affecting the Nu/Nu0 enhancement. When
the effect of the convective mean velocityU/Ub is added to that
of 2V/Ub , the resulting influence is even more consistent with
Nu/Nu0 distribution shown in Fig. 7. The local heat transfer aug-
mentations can attain as high as Nu/Nu054 and 3.5 around the
channel centerline (Z/A50) for the cases of the 45 degV UI VG
and the delta wing I UI VG, respectively.

At XN /H51, the cross section still cuts across the flow reversal
region~s!behind the two angled sides of the 45 degV UI VG,
Z/A520.7 to 21.0 and 0.7 to 1.0, and behind the tip of the 45
deg V DI VG, Z/A520.2 to 0.2, as indicated by the negative
values ofU/Ub in Fig. 7. Also note that there is no flow reversal

behind the delta wing I UI VG. The two low velocity regions
aroundZ/A560.7 are the locations of two vortex centers. Com-
paringU/Ub profiles withk/Ub

2 (k5(u21v21w2)/2) profiles in
Fig. 7, one sees that the highk/Ub

2 regions are associated with the
low velocity or flow reversal regions, and vice versa. The decel-
eration is usually associated with high flow instability and, in turn,
high fluctuation. Comparing2V/Ub profiles withk/Ub

2 profiles in
Fig. 7, one finds that the downwash regions are correlated with
low k/Ub

2 and upwash regions with highk/Ub
2. In general, the

distributions ofk/Ub
2 are less correlated with those of Nu/Nu0.

Vortex Generator Array „VGA…
In practical applications, multiple vortex generators are used

and arranged in an array. Figure 8 depicts the Nu/Nu0 contours
over two selected VGAs. The spatially periodic Nu/Nu0 distribu-
tions are realized as revealed from Fig. 8. Owing to the presence
of the consecutive vortex generator and its V shape, the fluid flow
and longitudinal vortices induced by the upstream vortex genera-
tor tend to be pushed apart spanwisely, as evidenced by compar-
ing Fig. 8~C!with Fig. 4~C!and Fig. 8~G!with Fig. 4~G! in terms
of Nu/Nu0 enhancement. As a result, the separation recirculation
zone behind the vortex generator is pushed upstream and confined
to the rear corner of the V-shaped tip, comparing Fig. 8~C! and
Fig. 4~C!. Note that the friction-loss decrease due to the reduction
in the size of the flow separation zones happens to compensate the
friction-loss increase due to the presence of the successive VGs
for the 45 degV UI VGA case. The rationale for having the same
f / f 053.8 as that of the corresponding SVG case~45 degV UI in
Table 2! is thus provided. A similar behavior dose not occur for
the delta wing I UI VGA due to the lack of flow separation and an
increase inf / f 0 from its corresponding SVG case is expected, as
shown in Table 2. The above side push also facilitates most of the
fluid layer in front of the VG and below the VG’s height to flow
along the two angled sides of the 45 degV UI VG and the delta
wing I UI VG. One thus expects that relatively less fluid below the
VG’s height will turn upward to flow over the VG’s top. This
speculation is supported by the flatter velocity vector fields exhib-
ited in Fig. 9 than in Fig. 6. The higher-velocity core flow can thus
move smoothly and closely sweep over the VG’s top~Fig. 9!, as
compared with the SVG case shown in Fig. 6. Hence, the area of
the highest heat transfer promotion, with Nu/Nu0 as high as 6~red
color!, are larger in Fig. 8~C! and Fig. 8~G!than in Fig. 4~C!and
Fig. 4~G!, respectively.

Figure 10 compares the spanwise-averaged Nusselt number ra-
tio (Nu/Nu0) distributions between two selected VGAs of the
present study and the 60 degV UI VGA available from Ekkad and
Han @13# at Re51.23104. All Nu/Nu0 distributions in Fig. 10
exhibit periodic spikes.Nu/Nu0 is the highest on the vortex gen-
erators~Nu/Nu054.5;5!, and the lowest~Nu/Nu051.5;2! im-
mediately upstream of the VGs. The small downward spikes ap-
pear in the delta wing I UI VGA. Their presence is due to the
lower heat transfer enhancement spanwisely along the interface of

Fig. 7 The spanwise distributions of „1… NuÕNu0, „2… UÕUb , „3…
ÀVÕUb , and „4… k ÕUb

2 at a stage 1H „3 mm … behind a SVG for
ReÄ1.2Ã104: „C… 45 deg V UO VG; „D… 45 deg V DO VG; and „G…

delta wing I UO VG „LDV measurements performed at 1-mm dis-
tance away from the wall YÕBÄ0…

Fig. 8 Detailed local Nusselt number ratio distributions around VG in an array:
„C… 45 deg V UO VGA and „G… delta wing I UO VGA.

Journal of Heat Transfer MAY 2000, Vol. 122 Õ 333

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the delta wing and channel wall in each pitch module, as indicated
by the narrow-band light blue color between the two broad-band
green colors in Fig. 8. The poor heat transfer augmentations be-
hind the tips of 45 degV UI VGs have been spanwisely compen-
sated by the high heat transfer augmentation on the two angle
sides of the V-shaped generators in the process of spanwise aver-
aging. Hence, there is no downward spike in the 45 degV UI
VGA. When the spanwise-averaged Nusselt number ratios are fur-
ther averaged over a pitch module,Nup/Nu0, the difference in heat
transfer enhancements between the 45 degV UI VGA
~Nup/Nu053.8! and the delta wing UI VGA ~Nup/Nu053.3! be-
comes smaller than between the corresponding SVG cases
(Nurg /Nu053.7 and 2.7!. Similarly, accounting for theCf distri-
butions depicted in Fig. 10, the heat transfer augmentations under
a constant pumping power for the 45 degV UI VGA and the delta
wing UI VGA are now comparable~Nup/Nu0*52.6!. Table 2 sum-
marizes the comparison of the thermal performance, heat transfer
uniformity, and friction loss between the two selected SVGs and
VGAs. In addition, the auxiliary figure in Table 2 compares
present results with those of Han and Zhang@18#. Note that their
test ducts have two opposite walls roughened whereas ours have
only one roughened, which contributes to the difference in
Nup/Nu0 and f / f 0 between two studies.

Concluding Remarks
The following main results are drawn from the data presented:

1 When the side-wall confinement is appropriately utilized,
most of the upwash sides of the longitudinal vortex pairs induced
by the vortex generators arranged in a proper pitch can be trun-
cated resulting in a large area of the vortex-generator mounted
wall exposed to the downwash sides of the longitudinal vortex
pairs and, in turn, high heat transfer augmentation.

2 Among the various fluid dynamic factors affecting the heat
transfer enhancement in a square channel generated by the 12
configurations of vortex generators examined, the direction and
strength of the secondary flow with respect to the channel wall are
found to be the dominant ones, followed by the convective mean
velocity. The turbulent kinetic energy distribution seems to be less
correlated with the Nusselt number ratio distribution.

3 Among the 12 vortex-generator configurations studied, the
45 degV UI vortex generator and the delta wing I UI vortex gen-
erator provide the highest pitch-averaged Nusselt number ratio
augmentation under a constant pumping power,Nup/Nu0*'2.5.
The former generates the highest pitch-averaged Nusselt number
ratio promotion under a constant flow rate,Nup/Nu0'3.7, but the
lowest heat transfer uniformity and high friction loss,f / f 053.8.
In contrast, the latter gives very highNup/Nu0 enhancement,
Nup/Nu0'2.7, and favorable heat transfer uniformity and friction
loss, f / f 051.3, due to lacking of flow reversal immediately be-
hind the vortex generator.

4 For the case of the single vortex generator, the winglet pair
with gap, not investigated in the past, leads to the least pressure
loss,f / f 051.28, and ranks third in terms of heat transfer enhance-
ment under a constant pumping power among all the vortex-
generator configurations studied

5 When a single vortex generator mounted on one wall of a
square channel is replaced with a vortex generator array for the 45
degV UI and the delta wing I UI cases studied, the thermal perfor-
mances both at a constant flow rate and at a constant pumping
power are increased and the friction loss is increased for the case
of delta wing I UI model or remains the same for the case of 45
degV UI model.
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Fig. 9 Mean velocity vector plots of flow patterns in a pitch
module along ZÄ0 plane for ReÄ1.2Ã 104: „C… 45 deg V UO VGA
and „G… delta wing I UO VGA.

Fig. 10 Streamwise distributions of „1… spanwise averaged
NuÕNu0 and „2… wall static pressure coefficient in VGAs along
ZÄ0 plane for ReÄ1.2Ã 104: „C… 45 deg V UO VGA and „G… delta
wing I UO VGA

Table 2 A list of regional averaged Nusselt number ratios,
standard deviations of regional averaged Nusselt number ra-
tios, and friction factors for two selected VGAs at Re Ä1.2
Ã104
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Nomenclature

A 5 half-width of duct512.5 mm, Fig. 1.
B 5 half-height of duct512.5 mm, Fig. 1

Cf 5 wall static pressure coefficient, (P-P0)/0.5rUb
2

Cp 5 specific heat, kJ/~kg•K!
DH 5 hydraulic diameter, 4AB/(A1B)525 mm

DI 5 tip of the vortex generator facing downstream
f 5 Darcy friction factor, (DP/DX)•DH /(rUb

2/2)
f 0 5 friction factor of fully developed tube

flow50.3163Re20.25

H 5 vortex generator height53 mm
h 5 heat transfer coefficient, W/~m2

•K!
k 5 turbulent kinetic energy, m2/s2

ka 5 thermal conductivity of air, W/~m•K!
kw 5 thermal conductivity of wall, W/~m•K!
Nu 5 local Nusselt number

Nu0 5 Nusselt number in fully developed tube flow
Nurg 5 regional averaged Nusselt number

Nu 5 total averaged Nusselt number
P 5 pressure, N/m2

Pi 5 vortex generator pitch530 mm
Pr 5 Prandtl number of air,rCpn/ka
Re 5 Reynolds number,UDH /n
Ti 5 initial temperature of wall, K
Tr 5 bulk mean temperature of main stream, K
Tw 5 wall temperature5liquid crystal green-point tempera-

ture, K
U 5 streamwise mean velocity, m/s

Ub 5 duct bulk mean velocity, m/s
UI 5 tip of the vortex generator facing upstream
u 5 streamwise velocity fluctuation, m/s
V 5 transverse mean velocity, m/s

VG 5 vortex generator
v 5 transverse velocity fluctuation, m/s
W 5 spanwise mean velocity, m/s

WVG 5 vortex generator width, mm
w 5 spanwise velocity fluctuation, m/s
X 5 streamwise coordinate~X50 at inlet reference station,

Fig. 1!
XN 5 streamwise coordinate,~XN50 at the tenth vortex gen-

erator’s rear edge, whereX5355 mm, Fig. 1!
Y 5 transverse coordinate, Fig. 1
Z 5 spanwise coordinate, Fig. 1

Greek Symbols

a 5 angle of attack, degree
aw 5 thermal diffusivity of wall, m2/s

r 5 air density, kg/m3

n 5 kinematic viscosity, m2/s
d99 5 boundary layer thickness, mm

Subscripts

b 5 bulk
rg 5 regional averaged
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Moving and Rotating Sphere in
the Thermal Entrance Region of a
Heated Pipe
Flow and unsteady heat transfer around a moving and rotating sphere is considered as it
passes through the thermal entrance region of a heated pipe. The flow is incompressible
and viscous with constant properties, and the heated pipe wall is kept at a constant
temperature. Two Peclet numbers of 25 and 100 are considered along with two sphere-
to-pipe-diameter ratios of 0.2 and 0.4. The flow is made three dimensional by an eccentric
positioning of the sphere inside the pipe. The governing equations are solved by a vali-
dated numerical method which uses a finite volume formulation in a generalized body-
fitted coordinate system. An overset (Chimera) grid scheme is used to resolve the two
geometries of the pipe and sphere. The results are presented in terms of the steady
pressure and viscous lift and drag forces on the sphere. In addition the unsteady heat
transfer characteristics of the flow are presented in terms of the local and overall Nusselt
number evolution around the sphere as it passes through the thermal entrance region of
the pipe. Sphere heat-up is also given as the lumped mass sphere temperature as a
function of distance from the thermal entrance.@S0022-1481~00!02402-6#

Keywords: Heat Transfer, Moving Boundaries, Numerical Methods, Spheres, Transient

Introduction
Flow and heat transfer of an incompressible, viscous fluid in the

thermal entry region of a pipe has been studied for years. This
type of flow has applications in design of heat exchangers, and in
material, chemical, and food-processing equipment. For laminar
flow in a pipe analytical solutions exist for the fully developed
region, where, variations are only in the radial direction. In the
entrance region of a pipe, assuming fully developed parabolic
velocity profile and a constant heat flux at the pipe wall, an energy
balance on an incremental pipe volume gives the temperature
variations in the radial and axial directions. A similar procedure
can be used to arrive at the solution for the case of constant pipe
wall temperature~@1#!. These solution are used to calculate impor-
tant variables such as the thermal entry length,Lth , and the
asymptotic pipe Nusselt number, Nu` ~@2#!.

Another flow of great interest is that of an incompressible fluid
with heat transfer over a three-dimensional object such as sphere.
This type of flow has applications in various branches of combus-
tion including droplet dynamics and vaporization, and particle mi-
gration. A large collection of work in this type of flow is gathered
in the text by Clift et al.@3#. This work includes recent analytical,
numerical, and experimental studies of various external flows over
rigid and fluid spheres.

Combination of the two cases presented above is of particular
interest. This class of flow is a realistic model for heating and
transport of particles through a pipe. More specifically, in com-
bustion, it can represent the heating and movement of fuel drop-
lets in the ducts leading to the combustion chamber. In food pro-
cessing this type of flow models the heating of grains or
vegetables in a cooking process. In biological flows the transfer of
heat and mass to and from live blood cells moving through arter-
ies can be modeled.

Traditionally, this type of flow is solved by simplifying as-
sumptions, which lead to either a simple pipe flow or an external
flow over a sphere. Important features of the flow are lost by such

assumptions. For example, using external flow models for a
sphere inside a pipe would ignore the important wall effects. In-
versely, using simple pipe flow models would ignore the blockage
effects of the sphere.

Recently, with the use of computational methods, these simpli-
fying assumptions were eliminated in order to better understand
the pipe wall and sphere interactions. Shahcheraghi and Dwyer@4#
studied steady three-dimensional incompressible flow and heat
transfer over a fixed sphere in a pipe. This study extends their
work to the unsteady thermal condition of a moving and rotating
sphere in the thermal entrance region of the pipe. The sphere is
placed off-center to induce three-dimensional effects.

Method of solution consists of a finite volume formulation of
the incompressible continuity equations, Navier-Stokes equations,
and the thermal energy equation~@5#!. An overset~Chimera!grid
scheme is used in order to, effectively, resolve the geometry and
flow features~@5,6#!. This includes a major~background!cylindri-
cal mesh for the pipe and a separate~minor! spherical mesh
around the sphere.

In the following sections the problem statement is described,
followed by method of solution. Next, some code validation re-
sults are stated, followed by the presentation of results. Finally,
some concluding remarks are made.

Problem Statement
The basic problem consists of flow with fully developed veloc-

ity profile in a pipe of diameter,Dp . Inside the pipe there is a
sphere of diameter,Ds , which is centered at an eccentric distance,
E, from the pipe center line~Fig. 1!. ForE50, the flow is axi-
symmetric, however, sinceEÞ0 the flow becomes three dimen-
sional with a plane of symmetry~see Section A-A Fig. 1! ~plane
passing throughf50 and f5180 deg!. The sphere is moving
along the pipe axial direction while rotating around its own center.
As the sphere moves it enters a region where the pipe wall tem-
perature is hotter than that of the fluid and the sphere~at X50!
and a thermal entrance region develops downstream of the sphere
(X.0). The length of the pipe section under consideration isL,
which is chosen based on two important criteria. First, the length
must be chosen such that the sphere blockage effects are negli-
gible at the pipe section entrance location. Second, the pipe length
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should be larger than the thermal entry length for the given pipe
flow conditions~Pe525 and 100!in order to see the flow and heat
transfer features of the problem within the thermal entrance re-
gion. Results from a previous study by Shahcheraghi and Dwyer
@4# suggests that pipeL/D of five satisfies the first criterion, spe-
cially, since the sphere is moving with the flow and, therefore, has
less blockage effect. This length also satisfies the second criterion
as it is nearly one and half times the thermal entrance length for
the largest pipe Peclet number of 100. Therefore, forL/Dp55, the
flow is fully developed at the pipe entrance. For the sphere, the
velocity is equal to the local fluid velocity and rotation rate is
one-half of the local flow vorticity at the sphere-center position.
These conditions were chosen in order to approximate a freely
moving sphere in a pipe~shear!flow ~@7#!.

The fluid is viscous and incompressible with constant proper-
ties, and the flow regime is assumed to be laminar. The pipe
Reynolds number is defined as

Rep5
UaDp

n
.

The diameter ratio~DR! is defined by

DR5
Ds

Dp

In this study, two Rep values of 25 and 100 are considered in
combination with two diameter ratios of 0.2 and 0.4.

In this problem the fluid mechanics is made steady by using a
coordinate system that is moving with the sphere. For an observer
attached to the sphere the fluid mechanics of the flow are steady.
Such an observer sees the pipe wall passing by at the sphere
translational velocity, while the sphere rotates around its center.
Also, with respect to this observer, at the pipe section entrance
location, fluid particles that are radially closer to the pipe center-
line than the sphere are approaching the sphere while those that
are radially further from the pipe centerline are moving away from
the sphere. This means that the velocity profile at the pipe en-
trance has a shifted parabolic shape with positive velocity values
for points with r 5(y21z2)1/2,E, and negative velocity values
for points with r 5(y21z2)1/2.E.

The unsteady nature of the flow is in the passing of the sphere
through the thermal entrance region. As the sphere is moving
through this region it disturbs the thermal boundary layer and is

heated by it. This means that, to an observer, attached to the
moving coordinate system the heated pipe wall~and the thermal
entrance region!approach and pass by at the sphere translational
speed. At the same time the heated fluid from the boundary layer
heats up the sphere, which is assumed to be at uniform tempera-
ture.

Initial and Boundary Conditions. The nondimensional fluid
temperature is defined as

T5
Tf2Tsi

Tw2Tsi

and the dimensionless sphere temperature is defined by

Ts* 5
Ts2Tsi

Tw2Tsi

.

Initially, the sphere, the entering fluid, and pipe wall tempera-
tures are at zero. Then, as time progresses the pipe wall tempera-
ture is set to one beginning with the pipe exit location and ad-
vanced towards the pipe entrance with each time-step. The
distance by which the hot pipe wall is advanced each time-step is
a product of the time-step and the sphere translational speed. As
the hot pipe wall is advanced towards the sphere and eventually
passed it, the thermal boundary layer develops and heat diffuses
into the fluid. By the time the hot pipe wall reaches the sphere
location the temperature field downstream of the sphere is that of
a developing thermal entrance region, with the distortions due to
the presence of the moving and rotating sphere. The hot fluid
starts to heat up the sphere, whose temperature is updated at each
time-step using

Ts
n115Ts

n1DTs .

The temperature change,DTs , is calculated from the heat transfer
to the sphere using the overall sphere Nusselt number, Nus . By an
energy balance on the sphere it can be shown that in nondimen-
sional terms

DTs5
6D t̄Nus

r̄C̄pPe

where D t̄ 5(DtUa /Ds) is the nondimensional convective time-
step, and the productr̄C̄p5(rsCPs

)/(r fCPf
) is the nondimen-

sional sphere heat capacity as normalized by the fluid bulk heat
capacity.

The velocity and pressure fields are at steady condition because
the coordinate system is attached to the moving sphere. This
means that the velocity at the pipe wall is set to the sphere trans-
lational velocity due to the no slip condition. At the sphere surface
the fluid velocity is the same as the rotational velocity of the
sphere. Mass-driven flow is assumed, therefore, at the pipe section
inlet a shifted parabolic velocity profile is specified, given by

V̄i52S 12
r 2

Rp
2D 2V̄st

where, V̄sT
is the sphere translational velocity and is equal to

2(12E2/Rp
2)51.68 for E50.2 andRp50.5 as chosen in this

problem. Pressure is set to zero at the outlet of the pipe section,
then, outlet velocity and inlet pressure are solved for, by constant
gradient boundary conditions. At the solid surfaces the pressure
gradient is set to zero.

Solution Method
The governing equations for this problem are the low Mach

number version of the incompressible continuity equation, Navier-
Stokes equations, and the thermal energy equation. In dimension-
less integral form they are

Fig. 1 Basic arrangement for the moving and rotating sphere
inside the pipe
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Prandtl number, Pr5n/a, is set to unity in this study, therefore,
the Peclet number is equal to the Reynolds number.

These equations are solved in three-dimensional generalized
~body-fitted!coordinates, finite volume formulation. The solution
algorithm is described in detail by Dwyer@5# and Shahcheraghi
@8#. It will only be briefly outlined here. The three Cartesian com-
ponents of velocity and temperature are marched in time using an
implicit discretization of three momentum equations plus the ther-
mal energy equation. The pressure change or ‘‘correction’’ is
solved in a Poisson equation, which results from application of
continuity, and definition of a ‘‘velocity correction’’ potential
function. The discrete system of linear equations is solved using a
predictor-corrector line-relaxation solver.

Chimera Grid Scheme. The overset~Chimera!grid scheme
~@9#! is a method in which different regions of the flow field have
a separate mesh, depending on their geometric features. Baysal
et al. @10# have demonstrated the use of the overset grid scheme
by solving a supersonic flow past a blunt-nose cylinder at high
angle of attack and an interference flow past an ogive-nose-
cylinder in the close proximity of a flat plate. Fouladi and Baysal
@11# have used this method in a viscous compressible turbulent
flow past an ogive-nose-cylinder near and inside a cavity. The
overset grid scheme is, specially, useful in resolving flow fields
that involve multiple bodies with at least one of the bodies mov-
ing with respect to the others. Yen and Baysal@12# have resolved
the unsteady inviscid flow field past an oscillating cylinder near a
vertical wall. In this study separate grids are used for the pipe and
the sphere. The major mesh is that of the pipe and the sphere has
the minor mesh~Fig. 2~a!!.

Holes and Fringe Points. Some points of the major mesh may
fall on the interior of the sphere, where the fluid does not flow.
Similarly, some points of the minor mesh may fall outside the
flow region~the pipe!. These points are called ‘‘holes.’’ The holes
are marked with hollow squares in Fig. 2~a!. In order to prevent
the governing equations from being solved at holes, the off-
diagonal coefficients and the right-hand side of the linear discrete
equations are set to zero at these points.

The two separate meshes communicate by means of ‘‘fringe
points.’’ These are points in the flow region of each mesh that
completely separate the holes from the regular mesh points. They
are found after all the holes are determined, by converting holes
with at least one regular point as a neighbors, to fringe points.
Figure 2~a!shows a typical set of fringe points marked with solid
squares.

Trilinear Interpolation Scheme.A Chimera scheme uses in-
terpolation at the fringe points, in order to transfer data between
the meshes. In this work a typical variable,g, is interpolated using
a trilinear interpolation,

g~x8,y8,z8!5a11a2x81a3y81a4z8

for given fringe point coordinates,x8,y8,z8. The coefficients,ai ,
are found using Cramers rule. This is done by four simultaneous
equations based on known values ofg, and coordinates (x,y,z), at
the four corners of the tetrahedron containing the point.

Lift, Drag, Shear Stress, and Heat Transfer.Forces exerted
on the sphere by the fluid are, generally, lift and drag. The dimen-
sionless form of these forces are lift coefficient,CL , and drag
coefficient,CD , defined by

CL5
FL

1/2rU`
2As

, and CD5
FD

1/2rU`
2As

whereAS is the sphere frontal area.
FL , andFD are the dimensional lift and drag forces given by

integration of local pressure and viscous forces over the sphere
surface. Shear stress is given in terms of the local friction factor,
f, defined by

f 5
8tw

rUa
2 .

This factor, is known as the Darcy friction in an unblocked pipe
and is equal to 64/Rep in a laminar flow~@13#!. The dimensionless
heat transfer coefficient is the Nusselt number and is defined as

Nu5
hLc

k
5

Lc

A~DTref!
E E

s

~¹T!•ndA

The integral is over the sphere surface area, or the pipe wall area.
The characteristic length,Lc , eitherDs for the sphere, orDp for
the pipe.DTref is the reference temperature difference (Tw2Tf b

)
for the pipe and (Tw2Tsi) for the sphere.

Fig. 2 „a… Typical Chimera grid with holes „hollow squares …

and fringe points „solid squares … „b… Typical Chimera grid used
in this study
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Code Validation
Validation of the computer code used in this study was per-

formed in a previous study,~@4#!. There, the flow around a sta-
tionary sphere located in the center of a pipe was calculated. The
blockage ratio in the test case was set to one percent and the
results were compared to that of a sphere in external unbounded
flow. The fluid dynamic forces represented by the sphere lift and
drag coefficients, and the heat transfer rates in terms of Nusselt
number were in agreement to the published results of Clift et al.
@3# and Dandy and Dwyer@14#.

In addition pipe thermal entrance length calculations were made
in this study and the results were compared with those reported by
Salazar and Campo@2#. They report the dimensionless thermal
entrance length,Lth* 5Lth /(RpPe)50.06693, and the asymptotic
Nusselt number, Nù53.6568, in a circular pipe. All of the results
calculated with the present code were in agreement with the pub-
lished results within three percent.

Results
The results are presented for Rep of 25 and 100 along with

diameter ratios, DR, of 0.2 and 0.4. The sphere is located off-
center atE50.2Dp , in order to induce a three-dimensional ef-
fect. The computation is performed on half of the physical domain
due to the symmetry of the flow~see Fig. 1!. In these studies the
grid densities are 21321341 for both the sphere and the pipe
meshes for the Rep525 cases. For the cases with Rep5100 the
pipe grid density is set to 21321361 and the sphere grid density
is 21321341. A typical grid is shown in Fig. 2~b!.

The results of this study can be subdivided into two basic cat-
egories. First, there are the steady fluid dynamic aspects of the
flow, which describe the pressure and viscous forces on the sphere
due to the imposed pipe flow. Next, the unsteady heat transfer
aspects of the flow are presented in terms of the sphere Nusselt
number and temperature variations as the sphere moves through
the pipe thermal entrance region. In addition, the change in the
temperature field in the vicinity of the sphere is examined.

For the purpose of presenting the three-dimensional results, two
angles,u and f, are defined as follows~see Fig. 1!. Angleu is
measured around the sphere starting at the upstream sphere geo-
metric stagnation point. Anglef ~Section A-A, Fig. 1.! is mea-
sured around the pipe~or sphere!perimeter in a cross-sectional
plane perpendicular to the flow direction. Anglef starts from the
location with the least distance between the sphere and the pipe
wall, f50 deg, and follows the pipe~or sphere!perimeter to the
point with largest distance between the sphere and the pipe wall,
f5180 deg. The plane of symmetry passes through thef
50 deg andf5180 deg locations.

Fluid Dynamics. The fluid dynamics of the flow is presented
from the point of view of an observer riding on the sphere as it
moves through the pipe. From this perspective, and assuming the
fluid properties are independent of temperature, the flow field
seems steady. Therefore, the pressure and velocity field around
the sphere can be presented as steady-state results. First, the pres-
sure field is described by introducing the dimensionless sphere
surface pressure, defined by

Ps`5
Ps2P`

1/2rU`
2 .

P` , is a reference pressure chosen on the outer grid surface in the
sphere mesh, at 90 deg from the stagnation point, in the plane of
symmetry, andU`5V̄sT

as previously defined. There is a typical
sphere surface pressure pattern for all four cases. The case with
Rep525 and DR50.4 has the largest variations and is discussed
in detail here. Figure 3 shows the normalized sphere surface pres-
sure,PS` versus angleu ~from front of the sphere!in three dif-
ferent planes~lower symmetry plane;f50, upper symmetry
plane;f5180, and the plane in between;f590!.

In the front the stagnation point is shifted approximately 20 deg
with maximumPS` of nearly 0.2 in thef5180-deg plane. This
shift is due to the fact that the sphere centerline is not aligned with
the pipe centerline, therefore, the maximum pipe flow velocity is
aligned with a point above the sphere centerline (u50 deg). In
the f50-deg plane, which is closest to the pipe wall there is an
interesting pattern. First, at approximatelyu568 deg there is a
minimum value of;20.85 then atu5;123 deg a second maxi-
mum pressure of;0.65 is reached. The basic shape of this pattern
is the result of the sphere moving faster than the fluid near the
pipe wall and creating a low-pressure zone upstream of sphere
(u,90 deg) and a high-pressure zone downstream of the sphere
(u.90 deg). The asymmetry of the pressure curve in this plane
(f50 deg) is due to the sphere rotation. The pressure in thef
590 deg plane curve passes in between the other two extremes
(f50 deg, and f5180 deg! as expected from the three-
dimensional nature of the flow. This pattern is the same for other
~3! cases, however, magnitudes of the minimum and maximum
pressure values are different.

The local shear stress around the sphere has a similar pattern in
all cases as well. The common pattern is discussed by referring to
the case with Rep525 and DR50.4 ~Fig. 4~a!! which has the
largest maximum. Here, again there are three different planes
~lower symmetry plane;f50 deg, upper symmetry plane;f
5180 deg, and the plane in between;f590 deg!to the show the
three-dimensional nature of the flow. The pattern shown in Fig.
4~a! consists of a maximum value~;8.4! at u5;90 deg in the
f50-deg plane. This is the point closest to the pipe wall with
maximum flow acceleration due to blockage effects. For compari-
son, note that the pipe Darcy friction factor,f, at Rep525 is 2.56.
The minimum occurs in thef5180-deg plane betweenu
540 deg andu5130 deg, where the distance between the sphere
surface and the pipe wall is maximum. Also, this represents the
plane in which the relative velocity between the sphere and the
surrounding fluid is at its minimum. The rotation of the sphere is
an additional factor in reducing the velocity gradient in this par-
ticular plane (f5180 deg). In thef590 deg variation of the lo-
cal friction factor has the same pattern as thef50-deg plane,
however, the maxima and minima are attenuated since the pipe
blockage is reduced as the distance between the sphere and pipe
wall is increased. Figure 4~b! shows the three-dimensional friction
factor contours on the sphere surface corresponding to the cases
shown in Fig. 4~a!.

A typical flow pattern is shown in Fig. 5, where the velocity
vectors on the sphere and near the sphere surface are given in the
plane of symmetry for the cases of Rep525 and DR50.4. As
shown, there is little change in the parabolic velocity profiles up-
stream of the sphere. The most significant change is in the vicinity

Fig. 3 Sphere surface pressure, Re pÄ25, Ds ÕDpÄ0.4
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of the sphere, where there are recirculation zones just upstream
and in the wake of the sphere. This recirculation helps transfer the
hot fluid from near the pipe wall into the center of the pipe. In the
area with least distance between the sphere and the pipe wall the
velocity gradient near the sphere surface increases due to the flow
acceleration through the constriction, as confirmed by the increase
in the local shear stress levels in Fig. 4~a!.

The fluid dynamic forces on the sphere are represented in terms
of the lift and drag coefficients. These coefficients are given in
terms of their pressure and friction components in Table 1. These
values are typically smaller~in magnitude!than those for a sta-
tionary sphere in a pipe flow~@4#!. This indicates that the chosen
values for the sphere translational and rotational velocities are

approaching those values for a freely moving sphere in a pipe
flow. The negative drag coefficients indicate that a freely moving
sphere would be slowed down and travel at a slower translational
speed. In all cases the friction drag is negative and larger than the
pressure drag in magnitude. Therefore, under specified conditions
of these problems the friction drag is the main component that
slows the sphere down. The lift coefficient is reduced to nearly
zero, which indicates that the transverse location of the sphere is
only slightly different from that of a freely moving sphere. The
negative sign for the overall lift coefficient tells us that the sphere
would move closer to the pipe wall before coming to an equilib-
rium position. In all cases it is the pressure component that domi-
nates the lift force.

Heat Transfer. The unsteady nature of the problem can be
seen in the thermal characteristics of the flow. Here, the variations
in the sphere overall Nusselt number, Nus , and temperature,Ts* ,
are given as a function of the dimensionless distance from the
thermal entrance location,X* . The distance from thermal en-
trance,X, is normalized by the pipe radius,Rp and Peclet number,
Pe,

X* 5
X

RpPe
.

Figure 6 shows the variation of Nus as a function ofX* for all
four cases considered in this study. In all cases there is a maxi-
mum in the Nusselt number at a distance less than the thermal
entrance length ofLth* 50.06693 for an unblocked pipe~at this
distance an asymptotic pipe wall Nusselt number of;3.66 is
reached in a simple pipe flow!. The sphere-to-pipe-diameter ratio,
DR, has a great influence on the overall Nusselt number. This is
evident by noting that the maximum Nusselt number for the DR
50.4 cases~;1.35 for Pe5100 case and;1.1 for Pe525 case!
are at least two times that of the DR50.2 cases~;0.55 for Pe
5100 case and;0.45 for Pe525 case!. The second important
factor is the flow Peclet number. If we group the curves into two
sets, DR50.4 and DR50.2 with two curves in each set, we see
that the case with the larger flow Peclet number has the larger
maximum Nusselt number. Another effect of Pe is the point at
which the sphere heat-up starts. In each set of curves the one with

Fig. 4 „a… Local friction factor on sphere surface at various
angles, Re pÄ25, Ds ÕDpÄ0.4 „b… Local friction factor contours
on sphere surface, Re pÄ25, DRÄ0.4

Fig. 5 Stream lines in the plane of symmetry, Re p
Ä25, Ds ÕDpÄ0.4

Table 1 Sphere Lift and Drag Coefficients

Rep , DR CLp CL f CL CDp CD f CD

25, 0.2 20.03 0.00 20.03 0.06 20.28 20.22
25, 0.4 20.09 0.02 20.07 20.21 20.76 20.97
100, 0.2 20.05 20.02 20.07 20.04 20.15 20.19
100, 0.4 20.10 0.01 20.09 20.09 20.21 20.30

Fig. 6 Sphere Nusselt Number, Nu s , versus distance, X* ,
from pipe thermal entrance
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smaller Pe has an earlier sphere heat up start point. The case of
Pe5100 and DR50.4 has the earliest starting point (X*
;20.025). Low Pe means a thicker thermal boundary layer and
more heat diffusion upstream of the thermal entrance point. The
larger heat diffusion region upstream of the thermal entrance re-
gion means that the sphere reaches the hotter fluid sooner and
starts to heat up earlier. Of course, the larger sphere has a larger
radius and sees the heated fluid sooner than the one with smaller
radius as it approaches the thermal entrance point. This difference
is shown by the earlier start point for the larger DR value in the
curves of Fig. 6.

The overall Nusselt number decreases after reaching a maxi-
mum. The decrease in Nus is due to the heating of the sphere as it
moves through the thermal entrance region. The sphere heat-up
reduces the average temperature gradient at the sphere surface and
eventually as the sphere reaches the pipe wall temperature the
overall sphere Nusselt number is expected to become zero at a
distance beyond theX* range of these calculations. The sphere
temperature evolution is presented in Fig. 7, whereTs* is plotted
againstX* . The sphere temperature has nearly a linear depen-
dence onX* . The overall slope of this linear dependence is nearly
the same in all cases. However, the cases with larger diameter
ratio have a shorter heat up distance as they start the heat up
process earlier. At a distance equal to the unblocked pipe thermal
entrance length (X* ;0.067) the sphere temperature is between
20 percent to 35 percent of the pipe wall temperature depending
on the flow Peclet number and the sphere to pipe diameter ratio
DR. At the end of the computation (X* ;0.165) the sphere has
reached anywhere between 60 percent to 70 percent of the pipe
wall temperature. The sphere temperature is expected to asymp-
totically reach the wall temperature at some point beyond the end
of the computational range.

The local Nusselt number around the sphere, Nuu versusu is
given at two locations~X* 50.0, andX* 50.168! for the case of
Pe525 and DR50.4 in Figs. 8~a!and 8~b!. These figures give
typical Nusselt number distributions on the sphere surface as it
moves through the pipe thermal entrance region. In these figures
negative Nusselt number indicates heat loss from the sphere to the
cooler fluid and positive Nusselt number indicates heat gain by the

Fig. 7 Sphere temperature, TS* , versus distance, X* , from
pipe thermal entrance

Fig. 8 „a… Local Nu around the sphere at various angles, Re p
Ä25, Ds ÕDpÄ0.4, X*Ä0.0 „b… Local Nu around the sphere at
various angles, Re pÄ25, Ds ÕDpÄ0.4, X*Ä0.168

Fig. 9 Nusselt number contours on sphere surface, Re p
Ä25, Ds ÕDpÄ0.4, X*Ä0.0 „a… and X*Ä0.168 „b…
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sphere from a hotter fluid. At the entrance of the region Fig. 8~a!
sphere temperature in a large portion of the sphere (u,60 deg) is
warmer than the approaching cold fluid and, therefore, there is a
heat loss from the sphere. The maximum heat gain is in the plane
closest to the wall (f50 deg) with a maximum Nusselt number
of ;4.0 atu;100 deg. Further along the thermal entrance region
~Fig. 8~b!! the Nusselt number has a smaller maximum value of
;1.8 in the plane closest to the pipe wall (f50 deg), confirming
previous results that indicate smaller temperature gradient at the
sphere surface as the it heats up. This is partially due to the fact
that the sphere temperature is assumed to be uniform during the
heating process, meaning the heat gain from the fluid is instanta-
neously distributed throughout the sphere resulting in an average
overall temperature increase. This assumption limits the use of
these Nusselt number curves to spheres that can be treated as a
lumped mass. Note that the largest positive values are always in
the f50-deg plane~closest to the pipe wall! and the smallest
~negative!values are always in thef5180-deg plane~furthest
from the pipe wall!. Also, note that the plane furthest from the
wall has mostly negative Nusselt number values with almost neg-
ligible heat gain towards the back of the sphere (u.160 deg).
Figure 9 shows the three-dimensional local Nusselt number con-
tours on the sphere surface corresponding to theX* 50 andX*
50.168 locations, for the Pe525 and DR50.4 case discussed
above. The actual values of the contour lines can be deduced from

Figs. 8~a!and 8~b!, respectively. The Nusselt number contours
confirm the maximum and minimum points of heat transfer on the
sphere surface.

A typical run required approximately 1 hour and 25 minutes of
single Central Processing Unit~CPU! time on a microcomputer
~with Intel Pentium II 350 MHz dual processors running under NT
4.0 operating system!for the steady flow calculations. The un-
steady heat transfer portion of the calculations required nearly the
same amount of time.

Accuracy, Convergence, and Mass Conservation.The nu-
merical method used in the present study is second-order accurate
in space and first-order accurate in time. The fluid dynamics as-
pects of all cases considered in this study are in steady-state con-
dition for a coordinate system attached to the sphere and moving
with its translational velocity. Therefore, we can look at the con-
vergence history of the flow as the steady-state solution is reached
for the velocity and pressure fields. In this study the convergence
criteria was chosen to be the maximum change in the velocity and
pressure fields in each iteration step. Figures 10~a! and 10~b!
show the convergence history of these flow variables as a function
of iteration step. In Fig. 10 the global maximum absolute value
~Sup norm!of the velocity change is plotted against iteration step
for the four cases considered here. The pressure correction vari-
able,f, is closely related to the pressure change by the relation

Fig. 10 „a… Convergence history for the velocity field „b… Convergence history
for the pressure correction variable, f

342 Õ Vol. 122, MAY 2000 Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Dp5f/Dt. Figure 10~b!shows the Sup norm off as function of
iteration step. In both figures it is evident that the cases with larger
pipe Reynolds number (Rep5100) have some oscillations before
approaching a steady-state solution after 1000 iteration steps. On
the other hand the cases with the smaller pipe Reynolds number
(Rep525) approach a steady-state solution smoothly after 100
iteration steps. This Reynolds number dependence is typical for
flows considered here. In all cases the maximum change in the
fluid dynamic variables (u,v,w,p) were less than 0.5 percent after
1500 iteration steps.

The unsteady heat transfer results are first-order accurate in
time. The diffusion time-step, which is the ratio of physical time
step (Dt) over the momentum diffusion time step (Dtdiff

5Dp
2/n), for the unsteady calculations is of order 1.E-4. The

results at each time-step were iterated until the sup norm of the
temperature field was reduced to 1.E-5.

In low Mach number flows an important consideration is a
divergence-free velocity field. In the cases considered here, where
the density is constant with a dimensionless value of one, the
surface integral

E E
s

V̄•dA

was evaluated over the entire pipe surface area, including the inlet
and outlet areas, at the end of the iteration process. This insures
the satisfaction of mass continuity in the entire computational do-
main. Table 2 shows the value of the above integral for each of
the four cases considered here. In nondimensional values the av-
erage velocity at the pipe inlet is set to one and the pipe diameter
is also set to one. Therefore, total mass flux into the pipe is of
order p/4. The results of Table 2 show that the velocity field is
divergence free within a few percentage points of the total mass
flux into the pipe for all cases considered. For comparison the
divergence of the velocity field around the sphere is also given in
Table 2. Mass conservation for the spherical mesh is satisfied
within the same order of magnitude as the pipe mesh.

Concluding Remarks
Flow and heat transfer calculations were performed over a

moving and rotating sphere in the thermal entrance region of a
pipe, in the moderate Peclet number range. The solution method
was a finite volume generalized coordinate formulation of the low
Mach number continuity, Navier-Stokes, and thermal energy
equations. In addition an overset~Chimera!grid scheme was suc-
cessfully used to resolve the sphere and pipe geometries with two
independently generated meshes. The coordinate system was cho-
sen to be moving with the translational velocity of the sphere. In
this coordinate system the fluid dynamics of the problem are at
steady state for a constant property fluid. The steady fluid dy-
namic results show one distinct sphere surface pressure pattern,
which has a shifted stagnation point and largest variations in the
plane closest to the pipe wall. There is also one distinct sphere
surface shear stress pattern with minimum values in the plane
furthest from the pipe wall. In this plane velocity gradients are
smallest due sphere translation and rotation, which cause a small
relative velocity between the fluid and the sphere. The largest
sphere shear stress values are in the plane closest to the pipe wall,
where blockage effects and sphere rotation create the largest ve-

locity gradient region. The parabolic velocity profile in the pipe is
significantly disturbed in the close proximity of the sphere~ap-
proximately one sphere diameter!, where there are two recircula-
tion regions just upstream and in the wake of the sphere.

The flow has an unsteady temperature field, which changes as
the sphere moves through the thermal entrance region of the pipe.
The unsteady overall sphere Nusselt number reaches a maximum
at approximately one half of the pipe thermal entrance length and
then falls towards an asymptotic value of zero as the sphere is
heated to the pipe wall temperature. The sphere Nusselt number
primarily increases with an increase in the sphere to pipe diameter
ratio and, secondly, increases with the flow Peclet number. Sphere
local Nusselt number patterns show that the maximum heat trans-
fer rate is in the region closest to the pipe wall, where heat is
transferred from the heated fluid near the wall to the sphere. In
addition, as the sphere heats up, these patterns indicate some areas
of heat loss from the sphere to the cooler fluid, mainly, in the
plane furthest from the pipe wall.

The solution convergence for the cases with the higher Rey-
nolds number have large oscillations at the beginning of the itera-
tion process and later accelerate to overtake the convergence rate
of the lower Reynolds number cases~at ; 1200 iteration steps!.
The lower Reynolds number cases, on the other hand, have a
smooth but slow convergence behavior. The mass conservation
was confirmed through divergence of the velocity field for both
the spherical~minor! mesh and the pipe~major! mesh.

Nomenclature

As 5 sphere frontal area
BR 5 blockage ratio
CD 5 sphere drag coefficient
CL 5 sphere lift coefficient
Dp 5 pipe diameter
Ds 5 sphere diameter
E 5 sphere eccentric distance
f 5 local friction factor

FD 5 drag force on sphere
FL 5 lift force on sphere

h 5 heat transfer coefficient
k 5 fluid thermal conductivity
L 5 pipe length

Nus 5 overall sphere Nusselt number
Nuu 5 local sphere Nusselt number

n 5 area unit normal
Pe 5 Peclet number
Pr 5 fluid Prandtl number
Ps 5 sphere surface pressure

Ps` 5 sphere normalized surface pressure
P` 5 far field reference pressure
Re 5 Reynolds number

Rep 5 pipe Reynolds number
Res` 5 sphere Reynolds number

T 5 dimensionless fluid temperature
Tf 5 dimensional fluid temperature
Ts 5 dimensional sphere surface temperature
Ts* 5 dimensionless sphere surface temperature
Tw 5 dimensional pipe wall temperature
Ua 5 average pipe inlet flow velocity
U` 5 pipe entrance velocity along sphere centerline

V 5 fluid velocity vector
X* 5 dimensionless distance~X!

x,y,z 5 Cartesian coordinates
x8,y8,z85 fringe point coordinates

a 5 fluid thermal diffusivity
n 5 fluid kinematic viscosity
r 5 fluid density
t% 5 viscous stress tensor

tw 5 local shear stress

Table 2 Velocity Divergence

Rep , DR 25, 0.2 25, 0.4 100, 0.2 100, 0.4

u**sV̄•dĀupipe
1.2E-3 2.0E-2 5.6E-2 1.3E-3

u**sV̄•dĀusphere
4.6E-3 1.0E-2 1.3E-2 4.3E-3
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Subscripts

b 5 bulk fluid ~temperature!
f 5 friction component
i 5 initial
p 5 pressure component

th 5 thermal entrance
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Vaporization Kinetics During
Pulsed Laser Heating of Liquid Hg
There is a growing body of experimental evidence showing that the kinetics of nascent
vapor produced during pulsed laser heating of metals cannot always be ascribed to the
surface thermal conditions. Some investigators have proposed that the discharge of en-
ergetic (nonthermal) atoms from metals can involve light coupling to surface plasmons.
This requires surface roughness to facilitate wave vector matching of laser light with
surface electromagnetic excitation modes. If true, superthermal vaporization kinetics
should disappear from time-of-flight measurements when an optically smooth surface is
used. Unfortunately, maintaining such an ideal surface is infeasible on a solid target
because each laser pulse introduces nanometer sized roughness through the process of
melting and resolidification. We have investigated the nature of vaporization from a liquid
Hg surface using a nanosecond laser emitting 5 eV photons. Surface tension of the liquid
provides an optically smooth surface for this experiment. Nevertheless, we observe su-
perthermal vaporization kinetics from liquid Hg. Yet, the shape of the energy distribution
is Boltzmann (the thermal expectation), and the energy distribution does not demonstrate
any quanta characteristic of vaporization mediated by an electronic excitation.
@S0022-1481~00!01602-9#

Keywords: Heat Transfer, Laser, Liquid Metals, Thermophysical, Vaporization

Introduction
Over the past few years, there has been active research concern-

ing short pulsed laser vaporization of metals~@1–6#!. The recent
interest stems from observations of superthermal vaporization ki-
netics. Because important applications frequently operate in a
plasma regime, the nascent character of vaporization went unex-
plored for many years after pulsed laser processing of metals be-
came technologically important. Since a plasma is heated directly
by the laser, subsequent vapor kinetics no longer reflect surface
processes in this regime. However, when sub-plasma conditions
were eventually investigated, high translational energies were still
observed. In the initial attention given to this departure from ex-
pectation, it was often argued that collisional effects in the plume
could explain these experimental results. This line of reasoning
was made popular by a number of theoretical papers~@7,8#! de-
voted to the effect of Knudsen layer formation on time-of-flight
~TOF! measurements. The Knudsen layer is region adjacent to the
surface in which the nascent velocity distribution acquires a
stream velocity. In the simplest idealization, the velocity distribu-
tion past the Knudsen layer is fully Maxwell-Boltzmann, in a
coordinate system moving with the stream velocity. In contrast,
the nascent velocity distribution is half Maxwell-Boltzmann, with
zero stream velocity. When the ‘‘vapor pressure’’ generated by
the peak thermal conditions of the target is small, collisional ef-
fects are unimportant to the translational energy distribution of the
vapor. However, given a sufficient number of vapor-phase colli-
sions, the most probable flight time will shift to a higher value.

The formation of a Knudsen layer can be significant to the
interpretation of raw TOF measurements. However, an important
point, frequently overlooked, is that the shift in the most probable
flight time does not reflect a change in the mean translational
energy, since energy is conserved. Development of a nonzero flow
velocity results from the transfer of internal energy to translational
energy of the center-of-mass. This can result in smaller value of
internal energy~‘‘temperature’’! than the total translation energy
of the vapor. However, the temperature of the vapor is no longer
related simply to the surface thermal conditions. An adiabatic ex-

pansion of an ideal monatomic gas offers at most an orderkBT
increase in center-of-mass translational energy~or decrease in in-
ternal energy!. Flow velocities exceeding this value cannot be
explained by energy provided by the surface thermal conditions
alone.

Interestingly, the observation of superthermal vaporization ki-
netics has also been encountered in the extreme low-vapor pres-
sure limit, where the surface temperature does not rise above the
melting point ~@1–4#!. Here, the influence of vapor-phase phe-
nomena can be ruled out, and TOF measurements unambiguously
probe the nascent energetics of the vaporization process. So,
where does this extra energy come from? A proposed explanation
involves energy coupling of surface plasmons to the vaporization
process~@1–4,9#!. A plasmon is the energy quanta of the collec-
tive wave motion of free electrons in a metal~@10#!. Plasmon
energies in many metals range from 3 to 16 eV. Consequently, if
the plasmon energy is given to a desorption process, when a plas-
mon is annihilated through a collision with a phonon, then the
desorbing atom could have energies far exceeding the thermal
conditions of the surface~@9#!. However, several issues arise with
adopting this explanation. First, simultaneous energy and momen-
tum conservation requires some qualification of conditions under
which surface plasmons can be excited with laser light. In tradi-
tional optical-plasmon interaction studies, light is introduced to
the backside of a metal film that plates the surface of a prism.
Under these geometries of frustrated total internal reflection, the
evanescent light wave at the interface can couple to surface plas-
mons in the film~@11#!. This is not similar to typical conditions
used in pulsed laser vaporization. However, conversion of photon
energy to surface plasmon energy can also be facilitated by sur-
face roughness, where the reciprocal space of the roughness aug-
ments the plasmon wave vector to permit momentum and energy
matching with the incident photon. Therefore, it is argued that
either intentionally placed or inherent surface roughness can fa-
cilitate light coupling to surface plasmons, and that the decay
process of surface plasmons provides for superthermal desorption
of atoms.

To test this hypothesis, one would like to be able to control the
process by which surface plasmons are excited to demonstrate
whether there exists a correlation with superthermal vaporization
kinetics. However, development of surface roughness, having
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scales between nanometers to micrometers, is intrinsic to the pro-
cess of nanosecond pulsed laser melting of metal surfaces. The
development of high-frequency roughness is due to asynchronous
resolidification of the surface~@5#!. Low-frequency surface rough-
ness is due to hydrodynamic instabilities in the molten surface
~@12#!. To avoid these effects, in the present study we have inves-
tigated a liquid Hg system. In the liquid state, surface tension
provides and maintains an optically smooth surface throughout the
experiment. Since light coupling to surface plasmons is prohibited
when the smooth surface is irradiated from the vacuum side
~@13#!, the proposed liquid Hg system should be free from pos-
sible effects of surface plasmons. In this paper, we report mea-
surements of the vaporization kinetics of liquid Hg using 16-ns
pulsed ultraviolet laser light.

Experiment and Results
The laser, vacuum chamber, and detector are shown schemati-

cally in Fig. 1. The detector, used to measure atomic material
liberated from the target by the laser, is a fixed appendage to the
chamber. The detector placement requires the sample to be held
vertically in the vacuum chamber, which poses a significant prob-
lem for investigating liquid samples. We have resolved this prob-
lem with a specially designed crucible that raises a liquid film of
metal to the vertical position. Figure 2 shows schematically this
crucible. We chose to study liquid Hg to alleviate the need to heat
the crucible. The crucible contains a center brass cylinder
~0.75-cm diameter and 1.0-cm length! that is polished to a mirror
finish and is free to rotate within the body of the crucible. The
cylinder is coupled to a small Dc motor using stranded wire, and
is rotated at approximately 5 rpm during measurements. The
lower portion of the cylinder rotates through a pool of liquid Hg
that wets the surface of the cylinder. The meniscus between the
pool and cylinder remains stable during rotation, and no rippling
of the Hg surface is observed during rotation. The front of the
crucible is open, exposing the cylinder to the incident laser beam
just above the meniscus and providing an unobstructed view of
the liquid surface for the detector. The vapor recoil-pressure will
introduce hydrodynamic motion of the Hg surface after the laser
generates the peak vapor pressure. The damping time for capillary
waves scales asr lL

2/m ~@14#!, whereL is the wavelength of the
disturbance, andr l and m are the density and viscosity of the

liquid, respectively. All but the longest wavelengths of capillary
waves are damped out in the period between pulses, and only the
short wavelengths~on the order of the laser light! are involved in
light coupling to surface plasmons. The damping time for a
0.25-mm capillary wave on the liquid Hg surface is about 0.5ms.

The laser is a Luminonics Excimer operated with a KrF gas fill
for 248 nm light. The output of the laser is shaped into a uniform
top-hat profile using a light tunnel. The intensity of the top-hat is
uniform to better than ten percent over the nominal spot area. At
the target surface, the irradiated area is nominally 0.7 mm31 mm.
To achieve the low fluences required in the following experiment
beamsplitters were used to attenuate the beam. Pairs of beamsplit-
ters having 10 percent and 30 percent or 10 percent and 50 percent
nominal transmittance~at 45 deg angle of incidence! were used.
Although the light leaving the cavity of the laser is unpolarized,
the beamsplitters transmit preferentiallyp-polarized light. From
the manufacture’s specifications, it was calculated that the 10–30
percent and 10–50 percent beamsplitter combinations transmit 91
percent and 87 percentp-polarized light, respectively. Pulse ener-
gies are measured in situ with a joulemeter measuring a portion of
the beam energy split from the main beam before entering the
light tunnel. The joulemeter is cross-calibrated with a calorimeter
measurement used to determine the fluence delivered to the target
surface in the main vacuum chamber. The main chamber has
o-ring seals and can be pumped down to 1026 torr. For the Hg
experiment, the base pressure was about 531026 torr due to the
steady-state evaporation of Hg.

The detector was built at the IBM Almaden Research Center,
San Jose, CA, and is described in detail by Krajnovich~@15#!. The
detector TOF tube is differentially pumped to a base pressure of
10210 torr. The first stage of the detector ionizes approximately
one in ten thousand neutrals entering the TOF tube with an elec-
tron beam. Ions then pass through a quadrapole mass filter that is
used to block the transmission of species not having the charge to
mass ratio of Hg1. Since Hg has a large atomic weight relative to
the residual background gases in the chamber, the resolution of
the quadrapole can be set relatively low to obtain a high Hg1

transmission efficiency. In the final stage, transmitted ions are
detected by accelerating them with a 25 kV field into a stainless
steel surface that ejects numerous secondary electrons. The sec-
ondary electrons are accelerated into an organic scintillation pad
that emits a photon burst that is detected with a photomultiplier
tube. The scaler is used to count the number of photon bursts
~ions! arriving in consecutive 6ms time ‘‘bins’’ over a period of
6000ms after the laser fires. From this information, TOF measure-
ments are obtained. The measured temporal distribution is offset
by the ‘‘ion flight time’’ between the first and final stage of the
detector. The ion flight time is largely established by the electric
fields in the detector, with a small correction accounting for the
velocities of neutrals entering the detector. The accuracy of the
TOF measurements has been tested with measurements performed
on a chopped effusive flux ofN2 gas at a known temperature.

Fig. 1 Schematic of the major components in the TOF mea-
surement system

Fig. 2 Illustration of the liquid Hg crucible used in TOF
measurements
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These measurements reveal the expected Boltzmann distribution
with a measured mean translational energy within five percent of
the gas temperature value.

At the background pressure of non-Hg gases (1026 torr), less
than monolayer coverage of oxide can occur on the surface of the
liquid Hg for the rotation rate of the cylinder and the laser repeti-
tion rate used. To minimize the potential effect of surface oxides,
an initial five-pulse sequence of ‘‘clean-up’’ laser pulses are used
immediately before the TOF measurements. During the measure-
ment, new surface area is continuously introduced into the irradi-
ated area by the rotation of the cylinder. However, the fraction of
new surface area to the total area irradiated is always small be-
cause of the low rotational speed used.

The laser is operated at 10 Hz during TOF measurements. The
detector signal is averaged over 100 laser pulses to obtain good
signal to noise. Typical raw TOF measurements are shown in Fig.
3. The temporal distribution is converted into an energy distribu-
tion using the following factors: At timet, the detector signalN(t)
can be related to the value ofP(E) at E5(m/2)(L/t)2. TheN(t)
signal is proportional to the transient number density of neutrals in
Stage one of the detector. Consequently, the total flux of atoms
passing through the detector in a time intervaldt is proportional to
n(t);N(t)/t, and conservation of flux requires thatn(t)dt
5P(E)dE be satisfied. SincedE;dt•t23, the following rela-
tionship holds between the raw TOF signal and the energy distri-
bution:

N~ t !;P~E!/t2. (1)

Using Eq.~1!, the raw TOF measurements, shown in Fig. 3, are
converted to energy distributions, shown in Fig. 4. The mean
translational energy can be determined directly from the measured
energy distribution. A normalized Boltzmann distribution,P(E)
;E•exp(22E/Ē), is plotted over the experimental data in Fig. 4
using only the measured mean translational energy to establish the
distribution. No stream velocity is used to fit the experimental

data. The oscillation in the energy distribution observed in the
weakest TOF signal shown in Fig. 4 is temporal TOF noise that is
stretched out in energy space. High energies correspond to short
time intervals in the TOF data. Consequentially, there is smaller
signal to noise in the high-energy tails of theP(E) distributions.

As can be seen from Fig. 4, the experimental energy distribu-
tion is well described by a Boltzmann fit. The mean translational
energies for the distributions range from 0.31 eV, corresponding
to the low fluence, to 0.54 eV at the high fluence. If the energetics
of vaporization can be ascribed to the thermal conditions of the
surface, then, based on the classical thermal expectation that

Ē52kBT (2)

the peak surface temperatures of the target should fall between
1800 K to 3100 K for our experimental conditions. To assess how
reasonable these temperatures are, we have numerically modeled
the thermal conditions generated during a laser pulse. The code
used for our calculations has been described in detail elsewhere
~@16#! and the principles only are highlighted below.

Numerical Model
The peak temperature rise at the target surface is calculated

considering the transient heating provided by the laser, competing
with heat dissipation through diffusion. In the present work, the
fact that melting is not present greatly simplifies the calculation.
The problem is further simplified with the observation that heat
transfer can be assumed one-dimensional, since the diffusion
depth is three orders of magnitude smaller than the lateral extent
of the heated area. Volumetric laser heating of the target is model
using Beer’s law weighted by the temporal profile of the laser
pulse:

g~z,t !5f~ I 2R!•I ~ t !•ze2zz, (3)

wherez54pnim /l. nim is the imaginary part of the surface index
of refraction,R is the surface reflectance, andI (t) is the normal-
ized temporal profile of the laser pulse.I (t) has been measured

Fig. 3 Raw time-of-flights from liquid Hg. Distributions reflect
100-shot measurements. The five cases shown are for laser
fluences of „a… 0.211, „b… 0.193, „c… 0.176, „d… 0.155, and „e… 0.135
JÕcm 2.

Fig. 4 Energy distributions of Hg corresponding to TOF mea-
surements in Fig. 3. The distributions reflect the experimental
measurements „s… as well as Boltzmann fits „—….

Journal of Heat Transfer MAY 2000, Vol. 122 Õ 347

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



experimentally, and is well described by a triangular shape, with a
pulse length of 28 ns at the base and having a maximum intensity
occurring at 7 ns. The surface reflectance depends on the polar-
ization state of the light incident off-normal to the target surface.
The general Fresnel formulas for light polarized normal~'! or
parallel ~i! to the plane of incident are

Ri5Utan~q i2q t!

tan~q i1q t!
U2

R'5Usin~q i2q t!

sin~q i1q t!
U2

, (4)

whereq i is the ~real! angle of incidence with respect to the sur-
face normal andq t is the complex angle of refraction in the ab-
sorbing medium. The anglesq i andq t are related by Snell’s law:

sinq t5
sinq i

nre2 inim
. (5)

For partiallyp-polarized light, with degree of polarizationVi , the
surface reflectance is

R5~12Vi!~R'1Ri!/21ViRi . (6)

Experimental measurements are made with the laser beam in-
cident at 45 deg to the target surface normal. Due to the beam-
splitters, the light is approximately 90 percentp-polarized for our
experimental conditions. Using the optical properties in Table 1,
the surface reflectance at the wavelength of the laser is 62 percent.
In contrast, if the light were unpolarized, or if the laser beam was
incident perpendicular to the target, the surface reflectance of liq-
uid Hg would be 69 percent.

The principal difficulty in accurately calculating the thermal
conditions during the laser pulse are~1! obtaining the correct tem-
perature dependent thermophysical properties;~2! obtaining accu-
rate optical constants for the surface at the wavelength of the
laser; and~3! correct numerical treatment of thermophysical con-
ditions at the target. Temperature-dependent thermophysical prop-
erties for Hg are available from references@17–22# and have been
summarized in Table 1. A Lagrangian mesh is used to account for
thermal expansion. Expansion of the mesh is calculated from a
linear elastic hydrostatic model of the liquid~@16#!. Because the
timescale for sound propagation in the liquid is much shorter than
that of the propagation of heat, the thermal expansion is nearly
quasi-static. The importance of thermal expansion is simply the
effect on Fourier law calculations. If temperature calculations are
performed with and without Lagrangian motion of the mesh, the
difference in peak temperature that results is about five percent.
The coupled problems of heat transfer and thermal expansion are
solved using a finite element code. The heat diffusion equation is
solved with a heat generation source near the surface of the Hg
specified by Eq.~3!. A domain 16mm into the surface is modeled,
the back surface is held at the ambient temperature. The linear
elastic equations of motion of the hydrostatic fluid are solved with
a free surface boundary condition applied to the surface. The
lower boundary is constrained.

Figure 5 illustrates the thermal physical conditions near the
liquid Hg surface at the peak of a thermal cycle generated with a
0.16 J/cm2 pulse. The top panel shows the temperature distribu-
tion below the surface of the liquid Hg. The bottom panel shows
the density as a function of depth. Local values of density are
determined by contrasting the current element volume with the
initial value, of known density. In the calculation, densities oscil-
late within a few percent of value dictated by the local tempera-
ture, because of sound wave propagating through the numerical
domain. Figure 6 summaries the peak surface temperature as a
function of pulse fluence.

Fig. 5 Thermal physical conditions near the liquid Hg surface
at the peak of the thermal cycle „14 ns…. Top panel: the tempera-
ture distribution; bottom panel: the density as a function of
depth.

Fig. 6 Peak surface temperature as a function of pulse fluence

Table 1 Thermophysical properties

Symbol Value Symbol Value

l ~nm! 248 Tm ~K! 234.4
tp ~ms! 16 ~FWHM! Tb ~K! 629.7

nre 0.414 Dh̄l
v ~kJ/mol! 59.1

nim 1.806 r l ~kg/m3! 13593.9

Symbol Value

Kl ~W/m/K! 1.02610.030684•T– 2.2287•1025
•T212.4915•1029

•T3

Cpl ~J/kg/K! 154.29– 0.075121•T18.7772•105
•T2– 2.5294•1028

•T3

log@Pv ~Pa!# 23305/T20.795 logT112.48
x l ~1/K! 5.9487e– 511.7379•1029

•(T–Tm)12.8554•10213
•(T–Tm)2
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Discussion
Using the calculated surface temperatures, the mean transla-

tional energies of distributions shown in Fig. 7 are contrasted with
the classical thermal expectation ofĒ52kBT plotted as a line.
There are two striking results. The first is that the measured trans-
lational energy of Hg significantly exceeds values for a thermal
process. Measured translational energies are higher than classical
expectation by about a factor of 2. The second observation is that
the mean translational energies do not exhibit a 2kB slope with
respect to the peak surface temperature. Instead, the measured
slope exceeds the classical expectation by about a factor of two.
These results show clearly the inadequacy of describing vaporiza-
tion kinetics using purely classical theory. The measured energies
correspond to surface temperatures ranging from 1800 K to 3100
K, while the calculated temperatures are between 900 and 1300 K.
The critical temperature of Hg is about 1500°C, lower than any of
the experimentally measured ‘‘translational-temperatures.’’ The
kinetics of vaporization might be reconciled with the thermal ex-
pectation if vapor-phase heating occurs through a plasma. How-
ever, a plasma requires extensive ionization of the vapor, such that
inverse bremsstrahlung absorption of laser light can efficiently
heat the plume. For the experimental conditions reported in this
manuscript, there is less than 1 ion per 1 million neutrals in the
plume sampled with the detector. Consequently, the lack of ions
in the plume shows that there is no significant interaction between
the laser and the vapor phase.

As mentioned in the Introduction, another possible source for
misinterpreting the vaporization energetics is collisional effects,
this can change the ‘‘most-probable’’ flight time. However, we
have determined mean translational energies from the energy dis-
tribution, and not the most-probable flight time. Interatomic colli-
sions cannot change the mean energy of the vapor plume~unless a
substantial amount of vapor recondenses back to the surface of the
target!, and consequently cannot provide an explanation for the
high observed mean translational energies. Therefore, these re-
sults provide some important facts with which to reevaluate the
nature of pulsed laser vaporization of metals, and the potential
role of surface plasmons. We have created experimental condition
that prohibit surface plasmon excitations but still yield superther-
mal vaporization kinetics. The energy distribution does not dem-
onstrate any signature quanta characteristic of the surface plasmon
energy; the shape of the energy distribution is Boltzmann~the
thermal expectation! despite the fact that the energetics of vapor-
ization is inconsistent with the surface thermal conditions.

The TOF integrated signal~IS! is a measure of the vapor pres-
sure generated by the laser pulse. This quantity provides another
measure with which the vaporization process can be evaluated.
Using the equilibrium vapor pressure, the integrated signal can be
related to temperature by

ln~ IS!;2Dh̄l
v/R̄T1constant. (7)

Equation 7 predicts that plotting ln(IS) against 1/Twill result in
a straight line having slope of2Dh̄l

v/R̄ if the vaporization process
is thermally mediated. Since the vapor pressure depends exponen-
tially on temperature, the integrated signal is heavily weighted by
peak temperature of the thermal cycle. Figure 8 plots the natural
log of the integrated TOF signal against the reciprocal calculated
peak surface temperature. The solid lines appearing in this figure
correspond to the slope of2Dh̄l

v/R̄ using the literature value of
Dh̄l

v for Hg. The best linear fit of the experimental data in Fig. 8
yields a value of 69.8 kJ/mol for the latent heat of vaporization of
Hg, 18 percent higher than the literature value. Within experimen-
tal errors, the vaporization yield suggests that the vaporization
process is thermally mediated. In other words, the energy ‘‘bath’’
driving the vaporization process is the thermal energy of the
surface.

Conclusion
The nascent mean translational energy of vapor released in

pulse laser heating fails to produce the classicalĒ52kBT expec-
tation on liquid Hg. The observed superthermal translational en-
ergy is strong evidence that pulsed laser vaporization relies on
pooling energy from the electronic structure of a metal. However,
the nascent Boltzmann energy distribution and the dependence of
mean translational energy on fluence do not appear to be consis-
tent with previous views of a surface plasmon assisted desorption
process. Furthermore, light coupling to surface plasmons should
be prohibited for the optically smooth surface of the liquid. The
measured Hg translational energies are a factor of 2 higher than
classical theory, with an apparent temperature dependence that is
a factor of 2 steeper than the classical expectation. However, the
dependence of yield on surface temperature appears indicative of
a thermal process, despite the irreconcilably high mean transla-
tional energy of the vapor. This suggests that the measured super-
thermal translational energy is not available for overcoming the
latent heat of vaporization, but is acquired at some point in the
process of atoms leaving the surface.

Fig. 7 Summary of measured mean translational energies ver-
sus calculated peak surface temperatures. The theoretical
2k BT relation for mean translational energy is plotted as a ref-
erence.

Fig. 8 Natural log of integrated TOF signal versus the recipro-
cal of calculated peak surface temperature. The solid lines cor-
respond to the anticipated slope of ÀDh̄ l

v ÕR̄ for a thermal me-
diated process, with Dh̄ l

vÄ59.1 kJÕmol for Hg.

Journal of Heat Transfer MAY 2000, Vol. 122 Õ 349

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Acknowledgments
This work was partially supported under the auspices of the

U.S. Department of Energy by the Lawrence Livermore National
Laboratory under contract No. W-7405-ENG-48. Additional sup-
port for this work comes from the IBM Corporation.

Nomenclature

Cpl 5 liquid heat capacity
E 5 translational energy
Ē 5 mean translational energy

g(z,t) 5 volumetric heating function
Dhl

v 5 latent heat of vaporization
I (t) 5 normalized temporal profile

IS 5 integrated signal
kB 5 Boltzmann constant
Kl 5 liquid thermal conductivity
L 5 atomic flight distance
m 5 atomic mass

N(t) 5 TOF temporal distribution
n(t) 5 flux of atoms in detector
nim 5 imaginary part of refractive index
nre 5 real part of refractive index

P(E) 5 normalized energy probability distribution
Pv 5 vapor pressure
R̄ 5 ideal gas constant
R 5 surface reflectivity

R' 5 reflectivity for s-polarized light
Ri 5 reflectivity for p-polarized light

t 5 time
T 5 temperature

Tm 5 melting point temperature
Tb 5 boiling point temperature
Vi 5 degree ofp-polarization

z 5 into target coordinate direction

Greek

x 5 linear expansion coefficient
f 5 laser fluence
l 5 laser wavelength
L 5 capillary wavelength
m 5 viscosity

q i 5 angle of incidence with respect to the surface normal
q t 5 complex angle of refraction in an absorbing medium
r l 5 liquid density
tp 5 pulse width~FWHM!
z 5 1/optical penetration depth
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Neck Down and Thermally
Induced Defects in High-Speed
Optical Fiber Drawing
The drawing speeds employed in the manufacturing of optical fibers have been rising in
recent years due to growing worldwide demand. However, increasing speeds have placed
stringent demands on the manufacturing process, mainly because of large temperature
gradients that can generate thermally induced defects and undesirable variations in fiber
characteristics. Heat transfer and glass flow that arise in drawing fibers of diameters
100–125 microns from cylindrical silica preforms of diameters 5–10 cm play a critical
role in the success of the process and in the maintenance of fiber quality. This paper
presents an analytical and numerical study of the optical fiber drawing process for rela-
tively large diameter preforms and draw speeds as high as 20 m/s. The free surface,
which defines the neck-down profile, is not assumed but is determined by using a balance
of forces. An iterative numerical scheme is employed to obtain the profile under steady
conditions. The transport in the glass is calculated to obtain the temperature, velocity and
defect distributions. A zone radiation model, developed earlier, is used for calculating
radiative transport within the glass. Because of the large reduction in the diameter of the
preform/fiber, the velocity level increases dramatically and the geometry becomes com-
plicated. A coordinate transformation is used to convert the computational domains to
cylindrical ones. The numerical results are compared with experimental and numerical
results in the literature for smaller draw speeds for validation. The effects of high draw
speeds and of other physical variables on defects generated in the fiber, on the neck-down
profile, and on the feasible domain for the process are determined.
@S0022-1481~00!02302-1#

Keywords: Computational, Heat Transfer, Manufacturing, Materials, Modeling

Introduction
One of the most widely used methods for drawing optical fibers

is based on heating a specially fabricated silica glass preform in a
cylindrical furnace above its softening point of around 1900K for
silica glass and pulling it into a fiber. As the preform traverses
through the heating zone of the furnace, its temperature is el-
evated, resulting in a decrease in its viscosity and surface tension.
An axial draw tension is applied simultaneously at the end of the
preform so that the preform is drawn into a fiber through a neck-
down region, as shown in Fig. 1. The neck-down profile depends
upon the drawing conditions as well as on the physical properties
of silica glass. Due to the complexity of determining the neck-
down profile, several investigators~@1–5#! assumed the neck-
down profile in their studies of the transport process in the neck-
down region. But, in reality, the neck-down profile is an unknown
and should be obtained as a solution to the coupled transport
equations in order to yield accurate results on the temperature and
velocity profiles. In addition, the feasibility of the process is de-
termined by the existence of a physically acceptable and stable
neck-down profile.

Glicksman@6# generated the shape of a heated free jet of mol-
ten glass using a one-dimensional model. Paek and Runk@7# de-
termined the neck-down profile on the basis of a simple surface
radiation model, assumed heat transfer coefficient, and one-
dimensional transport of momentum and energy. Yarin@8# devel-
oped an analytical expression for the neck-down shape, neglecting
axial conduction and using radial lumping of the axial velocity.
Sayles and Caswell@9# carried out a finite element analysis of the
neck-down region, considering variable properties but very small
draw-down~preform diameter/fiber diameter! ratios. Myers@10#

used the Rosseland approximation for radiation in the glass, ne-
glected convection to the surrounding gas, and assumed one-
dimensional transport. Rosenberg et al.@11# carried out a two-
dimensional analysis of the viscous flow in the draw process.
More recently, Roy Choudhury and Jaluria@12–13# conducted a
comprehensive study of the thermal transport in the optical fiber
drawing furnace. They solved the full coupled problem involving
both the glass preform/fiber and the purge gas. Even though a
two-dimensional axisymmetric problem was solved, Roy
Choudhury et al.@14# used radial lumping of the axial velocity to
obtain a simplified equation for the numerical iteration of the ra-
dius in the necking profile. However, relatively low draw speeds
of around 3 m/s and small preform diameters of around 2 cm were
considered.

In most earlier studies, the radiative transport within the glass
was considered using the optically thick and Rosseland approxi-
mations~@15#!. The neck-down profiles and the velocity and tem-
perature distributions obtained on the basis of these approxima-
tions were inaccurate because the assumptions are not applicable
in the actual optical fiber drawing process, especially in the lower
neck-down region. Kaminski@16# employed theP1 method to
calculate radiation in the glass, focusing largely on the upper
neck-down region. Song et al.@17# analyzed radiation in glass jets
using the discrete ordinates method, considering small variations
in the diameter. The geometry is much more complicated in the
optical fiber drawing process. In the current study, the zonal
method, as developed by Yin and Jaluria@18#, is employed to
calculate the radiative heat transfer in the glass. This model deter-
mines the radiative transport within the glass preform/fiber more
accurately than the earlier studies of fiber drawing.

Another important consideration in optical fiber manufacture
relates to defects and fiber quality. When optical fibers are drawn
from silica preforms, point defects are generated at high tempera-
ture and are frozen in the fibers during the cooling process
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~@19,20#!. Point defects lead to transmission loss in the fiber and
lower the mechanical strength of the fiber. One important type of
drawing-induced defect is theE8 defect, the concentration of
which is found to depend on the drawing temperature, drawing
speed and fiber diameter~@19#!. In silica glass, every oxygen site
is a potential precursor and can lead to anE8 defect. But only one
Si–O bond per site is broken, generating the nonbridging-oxygen
hole center~wSi–O.! as well as theE8 defect~wSi.! ~@19#!. This
process is described by the equationwSi–O–Siw→wSi–O.
1.Siw ~@21#!. Hanafusa et al.@19# employed the theory of the
thermodynamics of lattice vacancies in crystals to analyze the
behavior ofE8 defects during the fiber drawing process. They
assumed that the defects were in equilibrium state at the drawing
temperature and the defect generation term was negligible during
the cooling process. Based on this simplified model, an equation
was derived forE8 defect concentration in fibers. The equation
formulated by Hanafusa et al.@19# is used here to compute theE8
defect concentration. This analysis yields the defects resulting
from the thermal process in the furnace. However, the number of
defects frozen in the fiber will depend on the subsequent cooling
process. Though the cooling process is not studied here, the qual-
ity of the fiber will largely depend on the defects generated during
the drawing process.

Previous investigators considered relatively small preform di-
ameters, of order 1–4 cm, and low drawing speeds. Draw-down
ratios of less than 100 and drawing speeds of less than 10 m/s
were commonly used in earlier fiber manufacturing processes.
With the explosive growth in demand for optical fibers, the draw-
down ratio and drawing speed have increased to much greater
values. Currently, the draw-down ratio and the drawing speed are
close to 400 and higher, and to 20 m/s, respectively. In the present
study, the draw-down ratio and the drawing speed considered are
400 and greater than 10 m/s, respectively.

This study builds on the earlier work done by Yin and Jaluria
@22# who considered the much simpler problem of transport in a
preform/fiber with a specified neck-down profile. The results ob-

tained by them indicated the importance of various design vari-
ables and operating conditions. However, the neck-down profile is
itself a function of the drawing conditions and may vary substan-
tially for typical conditions over which optical fibers are drawn. In
order to simulate the actual physical problem and to obtain quan-
titative inputs for design and optimization of the process, it is
necessary to solve the much more involved problem of determin-
ing the neck-down profile for each circumstance, as done in this
study. In addition, this paper focuses on large preform diameters,
high drawing speeds, draw-induced defects, and feasible drawing
conditions, which are based on the calculations of the neck-down
profile. All these aspects lead to very stringent demands on the
numerical scheme and on the imposition of appropriate boundary
conditions. Also, the results and the feasible domain are signifi-
cant affected by the shift to large preforms and high speeds.

Analysis

Governing Equations. The governing equations and the
boundary conditions used here have been presented in earlier pa-
pers~@4,12,13#!. Assuming glass and inert gas flow to be laminar,
axisymmetric, and incompressible, the governing equations are
obtained for the coordinate system of Fig. 1 as
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whereF is the viscous dissipation and is given by
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Here,Sr is the radiation source term which represents the net
gain of radiative energy per unit volume at any point due to the
excess of absorbed radiation over that emitted. The purge gases
are inert gases such as nitrogen, argon, and helium, which can be
assumed to be nonparticipating, resulting in a zero radiative
source term for the gases. The radiative source term for the glass
preform/fiber is nonzero because glass emits and absorbs energy
in certain wavelength bands. A two-band absorption coefficient
distribution is used~@10#! and the zone model developed by Yin
and Jaluria@18# is employed to calculate the radiation source
term. Also, viscous dissipation effects cannot be neglected in
glass flow due to the large viscosity of the material and are
included.

The momentum and continuity equations are converted to
streamfunction and vorticity equations by appropriate definitions
of these quantities and elimination of the pressure terms in the
momentum equations. The equations for both the glass and the
purge gas regions are transformed using the transformations de-
fined by Lee and Jaluria@4#. When the transformations are applied
to the axisymmetric system shown in Fig. 1, the computational
domains are converted to cylindrical ones. Variations in all the
relevant properties of glass including viscosity, thermal conduc-
tivity, specific heat, and surface tension between the glass and the
purge gas are considered here. The main effect is the temperature

Fig. 1 Schematic diagram of the optical fiber drawing furnace
with aiding purge gas, along with the coordinate system
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dependence of the glass viscosity, the other properties being af-
fected to a much smaller extent by temperature. The absorption
coefficient of glass has been taken from Myers@10# and all other
properties of glass have been taken from Fleming@23#. The prop-
erties of the purge gas are considered as constant since their varia-
tions are small over the temperature ranges encountered~@12#!.
They are evaluated at the average of the furnace and purge gas
entrance temperatures.

The boundary conditions are the same as those used by Roy
Choudhury and Jaluria@12# except for the thermal boundary con-
dition at the interface between the preform/fiber and the purge
gas. This condition has been modified to take into account the
zone model analysis of Yin and Jaluria@18#. Symmetry conditions
at the axis, force balance at the glass-gas interface, as outlined in
the next section, and no-slip at the solid boundaries yield the
remaining conditions. Far downstream, at the furnace exit or be-
yond, the axial diffusion terms are set equal to zero for both the
glass and the gas.

Generation of Neck-Down Profile. Based on the axial force
balance equation, Roy Choudhury et al.@14# have developed an
equation for the iteration of preform/fiber radius by using radial
lumping of axial velocity. This equation is

R~z!5AR0
2v0

v̄
(6)

wherev̄ is the average axial velocity in the glass and is given as
~@14#!
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Thus, Eq.~6! is employed for iteration in order to generate the
neck-down profile. This analysis ensures that the radial and axial
force balances are satisfied for the converged profile.

Concentration of E8 Defects. The differential equation for
the time dependence of theE8 defect concentration was deter-
mined by Hanafusa et al.@19#. It was assumed that theE8 defects
are generated through breaking of the Si–O band, and, at the same
time, part of the defects recombine to form Si–O again. The net
concentration of theE8 defects is the difference between the gen-
eration and the recombination. If the concentration and activation
energy of theE8 defects are represented bynd and Ed , respec-
tively, and those of the precursors bynp andEp , the differential
equation is given by

dnd

dt
5npn* expS 2

Ep

kTD2ndn* expS 2
Ed

kTD (11)

where,n* is the frequency factor for this reaction andk the Bolt-
zmann constant. The first term on the right-hand side of this equa-
tion expresses the generation of the defects while the second term
expresses the recombination. When this equation is applied to a
mass point which moves along the streamline with radial and axial
velocity componentsu andv, it can be rewritten as

v
dnd

dz
5npn* expS 2

Ep

kTD2ndn* expS 2
Ed

kTD . (12)

For pure silica, the initial concentration ofE8 defect is assumed
to be zero. When one Si–O band is broken, one precursor disap-
pears and oneE8 defect is generated. Thus, we have the relation
between the concentrations of theE8 defects and the precursors as

nd5np~0!2np (13)

wherenp is the initial concentration of precursors. These equa-
tions yield

v
dnd

dz
5np~0!n* expS 2
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kTD2ndn* FexpS 2
Ep

kTD
1expS 2

Ed

kTD G . (14)

The boundary condition for this equation is given by

nd~0!50. (15)

The values ofEp , Ed , n* , andnp(0) are all taken from Ha-
nafusa et al.@19# and are given asEp56.4087310219 J, Ed

50.3204310219 J, n* 5831023 s21, and np(0)5731022 g21.
If the preform is assumed to be in an equilibrium state at tempera-
ture Tmelt , the relation

dnd

dt
50 (16)

holds. Therefore, from the preceding equations, the defect concen-
tration in the equilibrium state atTmelt is

nd~Tmelt!5

np~0!expS 2
Ep

kTD
expS 2

Ep

kTD1expS 2
Ed

kTD (17)

At Tmelt51900 K, the value ofnd(Tmelt) is 1.83231012 g21.

Draw Tension. The calculation of the externally applied
draw tensionFT is based on the work of Vasilijev et al.@24#, who
considered an imaginary cut at an axial locationz in the soft
region of the neck-down and gave the force balance as

FT5Fm1Fz1FI1Fe2Fg53pmR2
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(18)

where, the terms on the right-hand side, from left to right, repre-
sent the forces due to viscous stress, surface tension, inertia, ex-
ternal shear, and gravity, respectively. The integration is carried
out to a locationz5L f , which is beyond the end of the neck-
down region. Thus, this location is generally at the furnace exit or,
in some cases, beyond it. It is ensured that the integrals reach
constant values byz5L f and no significant change occurs ifL f is
increased further. Therefore, the force components on the right-
hand side of Eq.~18! are functions of the axial locationz where
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Fig. 2 „a… Validation of the numerical predictions of the neck-down profile at
v fÄ1 mÕs and v fÄ3 mÕs by comparing these with the experimental results of
Paek and Runk †7‡; „b… comparison of the computed draw tension applied to
the fiber with the corresponding experimental results obtained by Paek et al.
†27‡
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the imaginary cut is considered. As pointed out by Roy
Choudhury et al.@14#, at relatively low temperatures, the viscous
effects dominate and the first term on the right-hand side of Eq.
~18! is the main contributor to the tension. However, at higher
temperatures, the viscous effects are smaller and gravity effects
become significant. In general, all forces acting in the neck-down
region must be considered for an accurate calculation of the draw
tension applied to the fiber in the draw process.

Method of Solution. The strategy used here to solve the
transport equations is basically the same as that given by Roy
Choudhury and Jaluria@12,13# and Yin and Jaluria@22#. The
streamfunction, vorticity, and energy equations are solved using a
nonuniform grid, with finer grids located in regions where large
gradients are expected. The optimal grid was obtained by numeri-
cal experimentation as 369341 ~axial and radial, respectively! for
the fiber/preform and 369361 for the purge gases. A false tran-
sient approach with the alternating direction implicit method is
used for the governing equations~@25,26#!. Successive under-
relaxation is used, with a relaxation factor of order 0.1, for the
temperature and vorticity to obtain convergence for this strongly
nonlinear problem. The accuracy/uncertainty of the results was
checked by comparisons with earlier results in the literature and
with benchmark solutions, as well as by grid refinement.

The generation of profile is realized by iteration using the equa-
tions given earlier. To obtain the neck-down profile, one can iter-
ate the transport equations to steady state for an arbitrary neck-
down profile, and then from the steady-state solution, obtain a
corrected profile using the correction equation, Eq.~6!. In this
study, the neck-down profile is corrected before the steady state is
reached, i.e., after about 2000 steps of iteration. Roy Choudhury

et al.@14# have demonstrated that this strategy saves a lot of com-
putational time. Yin and Jaluria@22# showed that the difference
between the temperature distributions predicted using the opti-
cally thick approximation and the zonal method is not very large.
Therefore, the optically thick approximation is first used to gen-
erate the neck-down profile, then this profile is used as the initial
guess to generate the final neck-down profile with the zonal
method. The computation shows that usually only two to three
iterations are needed to obtain the final neck-down profile. The
grid and other numerical variables, such as the convergence pa-
rameter, were varied to ensure that the results were independent of
the values chosen.

Results and Discussion

Validation. The approach for the generation of neck-down
profile is based on that proposed by Roy Choudhury et al.@14# for
relatively low draw speeds. A comprehensive validation of this
approach has been carried out by them. It was verified that this
approach generates the neck-down profile uniquely and robustly.
The force balance has also been verified. Comparisons were made
with the experimental results obtained by Paek and Runk@7# and
by Paek et al.@27#. Figure 2 shows these comparisons from the
earlier study. The applied tension was measured in the fiber be-
yond the soft region of the fiber. The furnace is taken as 30 cm
long and 7 cm in diameter. The wall is taken at a uniform tem-
perature of 2500 K. The preform is taken as 5 cm in diameter, the
fiber diameter as 125mm, and the drawing speed is taken as 10
m/s. Argon enters the furnace as aiding flow at 0.1 m/s.

The starting neck-down profile is taken as a Gaussian distribu-
tion. Figure 3~a!shows that the profile generated using the zonal

Fig. 3 Neck-down profiles generated using the optically thick approximation and the
zonal method
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method for radiation is close to that generated using the optically
thick approximation, as pointed out previously. Figure 3~b! dem-
onstrates the iteration process using the zonal method. The profile
generated using the optically thick approximation is used as the
initial guess. It is seen that only three iteration steps are enough to
reach the final converged neck-down profile. The results with the
optically thick assumption were identical to those obtained earlier
by Roy Choudhury et al.@14# for the small preform diameters and
low draw speeds considered by them. Figure 4 shows the force
balance in the preform/fiber. It is seen that the calculated draw
tension is essentially independent of the axial locationz where the
imaginary cut is taken, as expected for a steady-state fiber draw-
ing process and as obtained by Roy Choudhury et al.@14#. Thus,
the basic trends are similar to those obtained in earlier studies.

Process Simulation. The effect of the process parameters on
the fiber drawing process has been investigated by changing their
values. For all the results, unless otherwise mentioned, the base,
or reference, values given earlier with a draw speed of 15 m/s
have been used, the purge gas is Argon flowing in the same di-
rection as the preform movement. The fiber diameter is taken as
125 mm. The furnace temperature distribution is taken as a para-
bolic function with maximum of 2500 K in the middle and mini-
mum of 2000 K at both ends on the basis of results obtained by
Issa et al.@28#. Both the preform and the purge gas enter the
furnace at 300 K.

Fiber Drawing Speed. Figure 5 shows the generated neck-
down profiles for fiber drawing speeds of 10, 15, and 20 m/s. It is
found that the necking process starts further downstream as the
drawing speed increases. This is caused by the fact that when the
drawing speed increases, the preform takes a larger distance to get
heated up to the softening temperature. The profile is very flat

near the end and an accurate prediction of the exact location of the
end of the neck-down region is difficult. However, the locationL f
is varied in the numerical calculation of the draw tension to ensure
that the results are essentially independent of the chosen value of
L f .

Figures 6 shows the thermal field in terms of the isotherms in
the furnace. The flow patterns were found to be very similar for
different drawing speeds. However, it is found that, as expected,
the preform takes a larger distance to be heated up to a given
temperature level when the drawing speed increases. The tem-
perature lag, (Ts-Tc)/Tc , was also found to increase with an in-
crease in the drawing velocity. It was found that the maximum
temperature lag exists near the entrance where the temperature is
low while in the neck-down region where the temperature is very
high, the lag is relatively small, being less than 0.1.

The convective heat transfer coefficient, based on the tempera-
ture difference from the ambient, was also calculated from the
temperature distributions by calculating the gradient at the sur-
face. Figure 7 shows the Nusselt number at the interface of the
preform and the purge gas. It is clearly seen that an increase in
drawing speed has a minor effect on the convective heat transfer
coefficient except near the exit. This is because, when the drawing
speed increases, the difference between the fiber and the purge gas
velocities increases significantly in the region near the exit, while
in the upper neck-down region, the change in this difference is
very small. The magnitude of the convective heat transfer coeffi-
cient is found to be around 10 W/m2K for most of the region.
Though not shown here, it was found that the viscous dissipation
becomes important in the lower neck-down region because the
diameter in this region becomes very small. This is an important
effect since radiation is small near the end of the neck-down re-
gion because of the geometry. When the drawing speed increases,
the viscous dissipation reaches a higher level due to the higher
velocity gradients and the higher viscosity resulting from lower
temperatures.

Figure 8 shows the generation ofE8 defects in the fiber. It is
found that the concentration ofE8 defects at the surface is higher
than that at the centerline, and the generation ofE8 defects mainly
occurs in the upper neck-down region where the temperature un-
dergoes a significant increase. It is seen that the concentration of
the E8 defects increases with a decrease in the drawing speed.
This is due to the preform temperature being higher for lower
drawing speeds. According to the defect generation equation, Eq.
~12!, the higher the temperature, the higher the defect generation
term.

Furnace Wall Temperature.Two different furnace wall tem-
perature distributions have been considered here. Both distribu-
tions are parabolic with the maximum at the mid-point. The maxi-
mum temperatures are 2500 and 3000 K, and the minimum

Fig. 4 Dependence of different forces contributing to draw tension on the axial loca-
tion z at which an imaginary cut in the preform Õfiber is taken to calculate the tension

Fig. 5 Neck-down profiles generated using the zonal method
for different drawing speeds
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temperatures 2000 and 2500 K, respectively. Figure 9~a! com-
pares the neck-down profiles generated using the zonal method for
different furnace temperatures. It is found that the neck-down pro-
cess begins much earlier and a much steeper profile is generated
when the furnace temperature is raised by 500 K. This means that
the furnace temperature has a very important effect on the neck-

down process, as also concluded by Lee and Jaluria@4#. Figure
9~b! compares the neck-down profiles generated using the zonal
method and the optically thick approximation with maximum fur-
nace temperature at 3000 K, showing that the difference in the
profiles is small but significant.

A few other trends may be mentioned here~@29#!. The corre-

Fig. 6 Isotherms in the preform Õfiber and the purge gas for different drawing speeds
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Fig. 7 Nusselt number at the outside surface of preform Õfiber for different fiber drawing speeds

Fig. 8 Variation of the concentration of E8 defects in the axial direction at the surface and at the centerline
for different drawing speeds
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sponding figures are not shown for conciseness. As expected, it
was found that when the furnace temperature increases, the pre-
form is heated up more quickly. Furthermore, the final fiber tem-
perature is elevated to a higher level. The furnace temperature had
a minor effect on the convective heat transfer coefficient except
near the exit where the convective heat transfer coefficient in-
creases noticeably. This increase is possibly caused by the differ-
ence in the neck-down profiles. The viscous dissipation in the
preform for the higher furnace temperature was found to attain a
much lower level. This mainly results from the fact that the vis-
cosity decreases substantially due to the higher temperature level
attained by the fiber. The concentrations ofE8 defects generated
for different furnace temperatures were also compared. It was
found that the magnitude of the concentration increases to almost
ten times when the furnace temperature increases by 500 K.
Therefore, in terms of the defects as well as energy efficiency, it is
desirable to draw the fibers at a lower furnace temperature.

Purge Gas. Three different velocities, i.e., 0.1, 0.3, and 0.5
m/s, were considered. A comparison of the neck-down profiles
generated for different purge gas velocities showed that the pro-
files were very close. This is because in the high-temperature
furnace, radiation is the dominant mode of thermal transport while

convection is less important. The temperature field in the preform/
fiber did not show any noticeable difference. The concentration of
E8 defects was found to show very little change for different
purge gas velocities because these depend on the temperature field
in the preform/fiber.

Two different purge gases, Argon and Helium, were also con-
sidered. The main differences between Argon and Helium lie in
the thermal diffusivity,a, and in the kinematic viscosity,n. For
Argon, a52.08231025 m2/s, n51.4131025 m2/s and for He-
lium, a51.76431024 m2/s, n51.2431024 m2/s. It was found
that a change in purge gas properties has little effect on the neck-
down profile. This is due to the same reason pointed out in last
section that in the high temperature furnace, radiation is the domi-
nant mode of thermal transport while convection is of minor con-
sequence. The flow patterns in the preform/fiber did not indicate
any noticeable difference. This means that the purge gas has neg-
ligible effect on the flow field in the preform/fiber. Figure 10
shows the isotherms for the two purge gases. Because the thermal
diffusivity of Helium is almost ten times higher than that of Ar-
gon, Helium is heated up much faster and finally reaches a much
higher temperature level at the exit. But the isotherms in the
preform/fiber are quite similar, which demonstrates that the

Fig. 9 Neck-down profiles: „a… generated using the zonal method for two different furnace temperatures; „b…
generated using the zonal method and optically thick approximation for TF„K…Ä3000À2000„0.5ÀzÕL …2
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change in the purge gas has little impact on the temperature field
in the preform/fiber. This again demonstrates that the change in
purge gas has little effect on the temperature field in the preform/
fiber.

It was found that near the entrance, Helium has a higher heat
transfer coefficient due to higher thermal diffusivity, but, as it is
heated up faster than Argon, the heat transfer coefficient soon
drops below that for Argon~@29#!. Near the exit, Helium has a
negative heat transfer coefficient, because its temperature has
been elevated to such a high level that it begins to lose heat to the
fiber.

Preform Diameter. Preform diameters of 2.5 cm and 5.0 cm
were considered and the results are presented. Figure 11 shows
the centerline temperature in the preform for two different pre-
forms. It is seen that the smaller diameter preform is heated up to
a lower temperature. This occurs because the 2.5-cm-diameter
preform, due to its smaller diameter, receives less radiative energy
from the furnace, moves at higher speed, and is cooled by a purge
gas with higher flow rate. Besides, due to the lower temperature
level, the 2.5-cm-diameter preform starts necking later. As ex-
pected, the 2.5-cm-diameter preform had smaller temperature lag.
The maximum lag is only half of that for 5-cm-diameter preform.

The concentrations ofE8 defects in the fiber at the exit for two
preforms were also compared. The concentration in the fiber gen-
erated from the 2.5-cm-diameter preform was found to be much
lower than that in the fiber generated from the 5-cm-diameter

diameter. This can be explained by the fact that the 2.5-cm-
diameter preform undergoes a thermal process with lower tem-
perature which generates fewer defects.

Feasible Drawing Conditions. A parametric study has been
carried out to identify feasible drawing conditions. When the fur-
nace dimensions, preform diameter, draw-down ratio and drawing
speed are given, the fiber cannot be drawn at any arbitrary tem-
perature. If the furnace temperature is not high enough, the itera-
tive process shows a break in the fibers, a phenomenon that is
known as viscous rupture~@30#!. Similarly, when the furnace tem-
perature is given, there is a limit on the drawing speed beyond
which drawing is not possible. As the fiber speed increases, the
preform/fiber temperature decreases and eventually drops below
the softening point, making drawing impossible~@13#!.

The furnace wall temperature distribution is assumed to be
parabolic with a minimum temperature of 2000K at both ends.
The maximum temperature which is referred as the furnace tem-
perature is located at the midpoint of the furnace length and is
changed to identify the feasible drawing conditions. Other param-
eters are the same as given previously. Figure 12 shows the rela-
tion between the maximum allowable drawing speed and furnace
temperature for successful drawing. It indicates that with an in-
crease in the furnace temperature the maximum allowable draw-
ing speed also increases, as expected. The feasible drawing con-
ditions are given by the region below the curve. In practical fiber

Fig. 10 Isotherms in the preform Õfiber and the gas with Argon and Helium as the purge gases
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drawing, these results are very valuable, since appropriate draw-
ing conditions can be chosen for a feasible process.

Conclusions
It is found that the fiber drawing speed and the furnace wall

temperature have significant influence on the generated neck-
down profiles, while the purge gas velocity and type have very
minor effect. The increase in fiber drawing speed delays the start
of neck-down process, while increase of the furnace temperature
advances the start and causes steeper neck-down shape. The dif-
ference between the profiles generated using the zonal method and
the optically thick approximation is not very large. Therefore, the
latter can be used as a good approximation.

The preform takes a larger distance to get heated up to its
softening point with an increase in the fiber drawing speed. When
the furnace temperature increases, the preform is heated up to its
softening point earlier and the fiber reaches a higher temperature
at the exit. Smaller diameter preforms are heated up more slowly
and reach a lower final temperature level. The viscous dissipation
in the preform/fiber is found to become important in the lower
neck-down region. It is affected strongly by the fiber drawing
speed, furnace temperature, and preform diameter. The convective

heat transfer coefficient at the surface of the preform/fiber is found
to be of the order of 10 W/m2K for most of the region. It is
influenced strongly by the purge gas velocity and properties and
by the preform diameter. An increase in purge gas velocity in-
creases the heat transfer coefficient. An increase in the thermal
diffusivity of purge gas increases the heat transfer coefficient near
the entrance but decreases it downstream. For smaller diameter
preforms, the heat transfer coefficient is higher near the exit.

The concentration ofE8 defects at the fiber surface is found to
be higher than that at the centerline. In general, the generation of
E8 defects depends on the thermal history of the preform/fiber. A
higher temperature level results in a higher defect concentration.
Therefore, measures which lower the temperature level in the
preform/fiber, such as higher drawing speed, lower furnace tem-
perature, and smaller preform diameter, are desirable in terms of
the low defect concentration.

The relation between the allowed fiber drawing speed and the
furnace temperature has been studied. With the increase in the
furnace temperature, the allowed fiber drawing speed also in-
creases, as expected. A feasible drawing domain has been ob-
tained for a given furnace. The importance of such a feasibility
study to the real fiber drawing process is pointed out.

Fig. 11 Axial variation of the centerline temperature in the preform Õfiber for two different diameter preforms

Fig. 12 Feasible drawing conditions in terms of the furnace wall temperature and fiber drawing speed
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Nomenclature

Cp 5 specific heat at constant pressure
g 5 magnitude of gravitational acceleration
h 5 local convective heat transfer coefficient
H 5 mean surface curvature of fiber profile
K 5 thermal conductivity
L 5 height of furnace

L f 5 axial coordinate distance by which neck-down is
complete

Nu 5 Nusselt number
p 5 pressure
R 5 radius of preform, fiber, furnace
r 5 radial coordinate distance

r * 5 dimensionless radial distance,r * 5r /R0
Sr 5 radiative source term

t 5 time
T 5 temperature

Tmelt 5 glass softening point, typically around 1900 K for
silica glass

u 5 radial velocity
U 5 nondimensional radial velocity,U5u/v0
v 5 axial velocity
v̄ 5 average axial velocity in the glass
V 5 nondimensional axial velocity,V5v/v0
z 5 axial coordinate distance

z* 5 dimensionless axial coordinate distance,z* 5z/L

Greek Symbols

b 5 nondimensional axial coordinate distance,b5z/L
h 5 nondimensional radial coordinate distance,h5r /R(z)

ha 5 nondimensional radial coordinate distance in the
purge gas,ha5r a /@RF2R(z)#

m 5 dynamic viscosity
n 5 kinematic viscosity

n* 5 frequency factor in generation/recombination ofE8
defects

F 5 viscous dissipation
r 5 density
c 5 physical streamfunction,u52(1/r)(]c/]z),

v5(1/r)(]c/]r )
C 5 nondimensional streamfunction,C5c/(v0R0

2)
u 5 nondimensional temperature,u5T/Tmelt
v 5 physical vorticity
V 5 nondimensional vorticity,V5vR0 /v0
z 5 surface tension between glass and purge gas

Superscripts

8 5 first derivative with respect toz
9 5 second derivative with respect toz

Subscripts

0 5 preform at furnace entrance
a 5 purge gas
c 5 fiber axis

f 5 fiber
F 5 furnace
s 5 fiber surface
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Distinct non-Fourier behavior in terms of finite propagation ve-
locity and a hyperbolic wave like character of heat conduction
has been reported for certain materials in several studies pub-
lished recently. However, there is some doubt concerning these
findings. The objective of this note is to present experimental evi-
dence for a perfectly Fourier-like behavior of heat conduction in
those materials with nonhomogeneous inner structure that have
been under investigation in the other studies. This controversy
needs to be settled in order to understand the physics of heat
conduction in these materials.@S0022-1481~00!00102-X#

Keywords: Conduction, Heat Transfer, Transient

1 Introduction
It is well known that the Fourier heat conduction equation is

only an approximation as far as the speed of propagation of ther-
mal waves is concerned: It assumes an infinite speed. Whenever
heat transfer occurs at a certain location within a heat-conducting
material according to Fourier’s law this can be felt everywhere
instantaneously, though, of course, with decreasing impact the
further away from the source the effect is detected. The Fourier
heat conduction equation nevertheless in most cases is an excel-
lent description of heat conduction physics since real propagation
speeds are very high and therefore a model that assumes infinite
speed often is sufficient.

For example, O¨ zisik and Tzou@1#, in their review paper point
out that thermal wave speeds in metals are of the order of 105 m/s,
those for gases considerably lower but still of the order of
103 m/s. Due to these high speeds effects in conjunction with the
fact that they are finite will be important only in highly unsteady
situations like laser pulse heating~see, for example,@2#!. Materi-

als like metals and gases will be called ‘‘engineering materials.’’
They are characterized by a basically homogeneous inner
structure.

However, there are materials with a nonhomogeneous inner
structure like sand with an irregular grain structure or processed
meat with a more or less preserved cell structure. These materials,
called ‘‘materials with a nonhomogeneous inner structure,’’ are
claimed to show strong deviation from Fourier heat conduction
behavior. Mitra et al.@3# as well as Kaminski@4# found strong
experimental evidence for wave propagation speeds that were sev-
eral orders of magnitude smaller than those reported for engineer-
ing materials. Typical values found in these studies are 0.1 mm/s
~!! for sand and for processed meat.

Since from our heat transfer experience we come to the conclu-
sion that these results are either wrong or totally misinterpreted
we decided to conduct our own experiments with the same ther-
mal boundary and initial conditions but with a different experi-
mental design. Prior to describing this experimental setup we
present some characteristic results from Mitra et al.@3# which we
tried to reproduce.

2 Typical Results Claiming Non-Fourier Behavior
In their study ‘‘Experimental Evidence of Hyperbolic Heat

Conduction in Processed Meat’’@3# the authors, from their point
of view, clearly showed non-Fourier heat conduction behavior.
The experiments were designed to show that heat waves take a
finite time to reach a particular point inside the sample contrary to
the instantaneous heat propagation as predicted by the Fourier
model. In a typical experiment~their ‘‘experiment I’’! two iden-
tical meat samples at different initial temperaturesTc , Tw ~c
5cold; w5warm!were brought into contact with each other. One
sample was refrigerated toTc58.2°C and the other was left at
room temperature ofTw523.1°C.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, June 6, 1999;
revision received, November 17, 1999. Associate Technical Editor: S. S. Sadhal.

Fig. 1 Experimental result according to †3‡. Temperature 6.3
mm deep in the warm side.
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Thermocouples were embedded in the cold sample and in the
room temperature sample at distances of 6.6 and 6.3 mm, respec-
tively, from the plane of contact.

They interpreted their experimental results in terms of an ex-
tended heat conduction equation proposed by Cattaneo@5# and
Vernotte@6#. It reads

q1t
]q

]t
52k¹T. (1)

The relaxation time constantt is directly linked to the non-Fourier
behavior. Fort50 Eq. ~1! is the classical Fourier law of heat
conduction. With nonzero values oft a finite propagation speed of
heat waves is introduced resulting in a hyperbolic equation for the
temperature field

]T

]t
1t

]2T

]t2 5a¹2T a5
k

rcp
(2)

which emerges when Eq.~1! is combined with the thermal energy
equation. Again, fort50, the classical Fourier behavior is de-
scribed by Eq.~2!.

Based ont, a propagation speed is defined as

C5Aa/t, (3)

also called ‘‘thermal wave speed.’’ Fort50 it is infinitely high in
accordance with the instantaneous heat propagation predicted by
the Fourier model. Figure 1 shows a typical result of the experi-
ments of Mitra et al.@3# briefly described above. It shows the
thermocouple reading at the position 6.3 mm deep in the initially
warm part~at room temperatureTw523.1°C!.

After a certain delay time the temperature curve jumps to a
level which corresponds to the classical Fourier behavior. The
interpretation is obvious: at that moment the wave front passes
through the thermocouple location causing the sharp increase in
temperature. From the delay time Mitra et al. found a time con-
stant oft5(15.562.1)s as a mean value out of four similar ex-
periments. With the thermal diffusitya51.431027 m2/s for pro-
cessed meat this corresponds to a wave speed ofC
50.095 mm/s.

It should be noted that the temperature jump was nearly 1°C,
i.e., easily detectable with thermocouples of60.2°C uncertainty
used in the reported experiments.

Results like in Fig. 1 are typical for those studies that claim
non-Fourier behavior for materials with a nonhomogeneous inner
structure~see, for example,@4#! for a study conducted with sand.

3 Our Own Experimental Setup
In order to get as much information as possible about the whole

temperature field of the unsteady heat conduction process we
choose the following experimental setup:

The crucial element is a box~size (1603120380) mm3 inside;
wall material 10 mm acryl; outside insulation! that can be filled
with the material of interest. Heat conduction within the material
is initiated by a temperature jump on the outer surface of a pipe
~copper pipe; inner diameter 7 mm; wall thickness 0.5 mm! that
lies within the material a small distance below the free upper
surface as shown in Fig. 2. The temperature jump occurs shortly
after a valve is opened~water flow speed'4 m/s! and water at a
temperature different from that of the material~and the initial pipe
filling! starts flowing through the pipe. With a pipe wall of high
thermal conductivity the time constant of the pipe wall cooling
~until its final temperature is reached! is very short compared to
the relaxation time constantt'15 s that is under investigation
here. Thus with the arrangement shown in Fig. 2 a temperature
‘‘jump’’ can be realized.

The temperature distribution on the free surface was detected
with an infrared~IR! camera~temperature resolution 0.1°C! in
fixed time-steps and stored for later data processing. In addition

we mounted two thermocouples in roughly the same distance
from the heat transfer surface as in the study by Mitra et al.~tem-
perature uncertainty60.2°C!.

4 Experimental Results
With the experimental setup shown in Fig. 2 we studied the

unsteady heat conduction behavior of processed meat and dry
sand. Figure 3 shows a typical result for processed meat. The
three temperature curvesU(t), detected with the IR-camera show
the increase of the nondimensional surface temperature with time
at three different points right above the pipe. There is definitely no
indication for non-Fourier behavior. Especially where, according

Fig. 2 Geometrical details of the experimental arrangement

Fig. 3 Nondimensional temperature QÄ„TÀTw…Õ„„TcÀTw…Õ2…
of processed meat at points A, B, and C at the free surface „see
inserted sketch for these points …; IR-thermography „Tw
Ä17.5°C „initial temperature …, TcÄ4.7°C „waterÕpipe tempera-
ture after temperature jump ……

Fig. 4 Nondimensional temperature QÄ„TÀTw…Õ„„TcÀTw…Õ2…
of dry sand at point E i thermocouple reading „TwÄ21.0°C „ini-
tial temperature …, TcÄ7.0°C „waterÕpipe temperature after tem-
perature jump……
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to @3#, the wave front with a sharp temperature increase should be
expected, we found a perfectly smooth Fourier-like behavior. Ex-
actly the same holds for dry sand. For dry sand in Fig. 4 we show
the reading of the thermocouple locatede57.5 mm below the
pipe ~see Fig. 2 for this location!. Again, no non-Fourier behavior
could be found.

In order to verify our assumption of a Fourier-like behavior we
compared our experimental results to numerical solutions of the
Fourier heat conduction equation. With initial and boundary con-
ditions that simulate our experiments, the numerical solutions
based on Fourier law compare very well with our experiments.

5 Conclusions
Our experimental results can be summarized by the statement:

there is no evidence of non-negligible non-Fourier heat conduc-
tion effects for the materials and parameter ranges under consid-
eration. Contrary results published recently by@3# and @4# from
the authors point of view are doubtful. Several attempts by the
authors to discuss the discrepancies remained unanswered. Maybe
this study can help to settle this dispute in one way or the other.

A recent publication by Tzou and Chen@7# shows that non-
Fourier behavior is still under investigation and of real interest.
They found that time constants for these effects are of the order of
micro to picoseconds which, however, are several orders of mag-
nitude smaller than the time constants questioned in this study.

Nomenclature

C 5 thermal wave speed, m/s
cp 5 specific heat capacity, m2/s2 K
k 5 thermal conductivity, W/mK
q 5 heat flux vector, W/m2

T 5 temperature, °C
t 5 physical time, s

a 5 thermal diffusity, m2/s
r 5 density, kg/m3

Q 5 nondimensional temperature
t 5 relaxation time constant, s
z 5 nondimensional time
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Equivalent Thermal Resistance of a
Corrugated Contact Boundary
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The heat conduction across a corrugated contact boundary be-
tween two different materials is solved by perturbations.
@S0022-1481~00!00802-1#

Keywords: Conduction, Contact Resistance, Heat Transfer

1 Introduction
When different materials are bonded together there exists a

contact resistance which often reduces thermal energy transfer. If
the bonding surface is flat, then one-dimensional analysis is suf-
ficient to determine the thermal resistance~@1#, @2#!. Consider a
corrugated bonding surface, which may be due to surface rough-
ness such as that from machining, or may be intentional in order
to increase adhesion. Fletcher@3# noted bonding corrugations in-
crease interface surface area and may enhance energy transfer.
The present note is an analytic study of the effect of corrugation
on the overall thermal resistance. The amplitude of the surface is
assumed to be small compared to its wavelength, such that per-
turbation theory can be applied.

2 Formulation

Figure 1 shows a corrugated boundaryy85cg(x8/ l ) separates
two different materials designated I and II. The amplitude of the
surface isc and the period is 2p l . In order to determine the
thermal resistance, impose a constant flux2q at y8→`. The
boundary condition at infinity is

2q52k I

]TI8

]y8
U

`

52k II

]TII8

]y8
U

2`

. (1)

Here T8 is the temperature andk is the thermal conductivity.
On the corrugated boundary the conditions are

TI82TII85
k I

h

]TI8

]n8
, k I

]TI8

]n8
5k II

]TII8

]n8
(2)

whereh is the interface transfer coefficient specific to the bonding
~@2#! andn8 is the unit normal to the wavy surface. Normalize all
lengths by l, the temperatures byql/k I and drop primes. The
governing equation is

¹2TI~x,y!50, ¹2TII~x,y!50. (3)

The wavy boundary becomesy5«g(x) where«5c/ l !1. The
boundary conditions are

]TI

]y U
`

51,
]TII

]y U
2`

5
k I

k II
[

1

a
(4)

and on the corrugated surface

TI2TII5b
]TI

]n
,

]TI

]n
5a

]TII

]n
. (5)
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Hereb[k I /( lh) is the normalized contact resistance. For per-
fect bondingb50. Due to the Neumann conditions at infinity, we
can also stipulateTI(0,0)50. Eqs.~3!–~5! are to be solved.

3 Perturbation Solution
When the bonding surface is flat,«50. The solution isTI5y,

TII5y/a2b. We perturb from this state

TI5y1«t1~x,y!1«2t2~x,y!1¯ (6)

TII5
y

a
2b1«s1~x,y!1«2s2~x,y!1¯ . (7)

Then t i , si satisfy Laplaces’ equation. A Taylor series expansion
abouty50 gives

TIu«g~x!5TIu01«g~x!
]TI

]y U
0

1«2
g2~x!

2

]2TI

]y2 U
0

1¯

5«~ t1u01g~x!!1«2~ t2u01g~x!t1yu0!1¯ . (8)

The normal derivative needs some work. Note that

]

]n
5n̂•¹5

¹~y2«g~x!!

u¹~y2«g~x!!u
•¹5

2«g8~x!
]

]x
1

]

]y

A11«2~g8~x!!2
. (9)

Thus

]TI

]n U
«g~x!

511«t1yu01«2F t2yu02g8~x!t1xu02
1

2
~g8~x!!2

1g~x!t1yyu0G1¯ (10)

TIIu«g~x!52b1«Fs1u01
1

a
g~x!G1«2@s2u01g~x!s1yu0#1¯

(11)

]TII

]n U
«g~x!

5
1

a
1«s1yu01«2Fs2yu02g8~x!s1xu02

1

2a
~g8~x!!2

1g~x!s1yyu0G1¯ . (12)

Comparing like powers of« in Eq. ~5! we find

t1u01g2s1u02
g

a
5bt1yu0 , t1yu05as1yu0 (13)

t2u01gt1yu02s2u02gs1yu0

5bS t2yu02g8t1xu02
1

2
~g8!21gt1yyu0D (14)

t2yu02g8t1xu01gt1yyu05a~s2yu02g8s1xu01gs1yyu0!. (15)

Usuallyg(x) has some symmetry such that it can be expanded in
a Fourier series

g~x!5(
1

`

cn sin~nx!. (16)

Since t1 and s1 satisfy the Laplace equation and are bounded at
infinity they can be expressed as

t15(
1

`

an sin~nx!e2ny s15(
1

`

bn sin~nx!eny. (17)

The boundary conditions Eq.~13! then give, for each harmonic,

an5
cn~12a!

a111nab
, bn5

cn~121/a!

a111nab
. (18)

Becauset1 ands1 has no mean, the changes in effective resis-
tance of the bonding enters in the next order. Let an overbar
denote the mean over a period. The governing equation is

t̄ 2yy50, s̄2yy50. (19)

Equations~14! and ~15! become

t2u02
1

2
Sncn~an1bn!2s2u05bS t2yu02

1

4
Sn2cn

2D (20)

t2yu05as2yu. (21)

Sincet2 ands2 are bounded at infinity, Eq.~19! shows they can
only be constants. Thus to an observer at infinity,

TI;y1«2t2, TII;
y

a
2b1«2s2. (22)

The additional temperature drop is«2(t22s2)[«2D where

D5
1

2
Sncn~an1bn!2

b

4
Sn2cn

2

5S
ncn

2

2 F 22a21/a

a111nab
2

nb

2 G<0. (23)

Since the total~dimensional!temperature drop due to the bonding
surface is (b1«2D)gl/k I5g/h1«2Dgl/k I , negativeD means a
smaller equivalent contact resistanceb̄,

b̄5b1«2D. (24)

Thus the thermal conductivity is equivalent to a flat bonding sur-
face with an higher interface transfer coefficienth̄5k I /( l b̄).

4 Examples and Finite Thickness Effects
The basic wavy bonding surface is sinusoidal,g(x)5sinx,

wherec151 and all other Fourier coefficients are zero. Equation
~23! gives

D5
1

2 F22a21/a

a111ab
2

b

2G , (25)

the value of2D is plotted in Fig. 2 where we see thatD has an
extremum when the materials are same (a51). Equivalent con-
tact resistance is decreased for increasedb and increasedua
21u.

For a saw-tooth bonding surface

Fig. 1 The wavy bonding surface. Constant heat flux from
above.

366 Õ Vol. 122, MAY 2000 Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



g~x!5Scn sin~nx!5H 2x

p
2

p

2
,x,

p

2

22
2x

p

p

2
,x,

3p

2
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(26)

Equation~23! gives

D5 (
n51,3,5

`
32

p4n3 F 22a21/a

a111nab
2

nb

2 G . (27)

The dominant term isn51, thus the behavior is essentially similar
to that of the sinusoidal bonding surface shown in Fig. 2.

We considered the bonding of the two semi-infinite domains. A
question is whether the results can be applied to finite thickness
layers. To illustrate, let the upper layer~Region I! be finite with
the boundary aty5l. Equation~17! is replaced by

t15(
1

`

an sin~nx!
cosh@n~y2l!#

cosh~nl!
. (28)

Without going through the details, we find

D5S
ncn

2

2 F ~22a21/a!tanh~nl!

a1tanh~nl!~11nab!
2

nb

2 G . (29)

Equation~29! reduces to Eq.~23! if tanh(nl)'1. Thus ifl.2.1
one can consider the finite layer as infinite, with error less than
three percent.

5 Conclusion
Our analysis shows the effect of corrugations of the bonding

surface is equivalent to a flat bonding surface with a decreased
contact resistance. Equation~24! shows this decrease is propor-
tional to amplitude ratio squared and a functionD<0 which de-
pends nonlinearly on the ratio of conductivitiesa and the original
normalized contact resistanceb. This decrease can be partially
attributed to an increase in the conducting surface area.

The present analysis assumes small amplitude corrugations.
Our results for equivalent thermal resistance have an error of
0(«4). For more convoluted contact surfaces, such as those oc-
curring in biology, the thermal resistance would be lowered as
well. Wang@4# studied the related problem of heat transfer across

a homogeneous saw-tooth wavy plate. Although there are no con-
tact boundaries, the increase in surface area does enhance heat
transfer.

The present work can also be applied to mass transfer across
corrugated membranes.
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Evaluation of a Two-Dimensional
Conductivity Function Based
on Boundary Measurements
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This paper is concerned with an inverse problem for the conduc-
tion of heat in a two-dimensional domain. It seeks to recover the
subsurface conductivity profile based on the measurements ob-
tained at the boundary. The method considers a temporal interval
for which time-dependent measurements are provided. It formu-
lates an optimal estimation problem which seeks to minimize the
error difference between the given data and the response from the
system. It uses a combination of the zeroth-order and the first-
order Tikhonov regularization to stabilize the inversion. The
method leads to an iterative algorithm which, at every iteration,
requires the solution to a two-point boundary value problem. A
number of numerical results are presented which indicate that a
close estimate of the thermal conductivity function can be ob-
tained based on the boundary measurements only.
@S0022-1481~00!00902-6#
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1 Introduction
In this note we consider the problem of recovering the thermal

conductivity profile based on the temperature measurements ob-
tained at the boundary. We consider a two-dimensional material
whose thermal conductivity is a function of space. Such problems
are known as inverse problems, where the interest is to recover an
unknown system parameter based on the output measurements
from the system. Inverse problems appear in various fields of
study and numerous methods have been developed for specific
applications~@1–3#!. For applications involving nondestructive
evaluation, NDE, also known as thermal imaging, one makes use
of laser sources to illuminate an external surface of the material in
order to induce thermal waves. The interactions of the thermal
wave field with the material inhomogeneities give rise to the scat-
tered fields which propagate and are ultimately measured at the

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
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Fig. 2 Normalized additional temperature drop D versus con-
ductivity ratio aÄk II Õk I for various constant normalized con-
tact resistance bÄk I Õ„ lh … „sinusoidal surface, Eq. „25……
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surface of the material. The inverse problem of interest in this
paper is to recover subsurface material properties based on the
given temperature measurements and the specified applied heat
flux.

Motivated by numerous physical applications, inverse problems
for parabolic systems have received considerable attention. Recent
results include a linearization method which has been developed
and applied to an inverse problem in optical tomography~@4#!, a
spectral method for solving the sideway heat equations~@5#!, and
a discrete diffusive model for the recovery of the absorption co-
efficient from diffused reflected light~@6#!. Additional methods
for various applications include nonlinear optimization using ge-
netic algorithms~@7#! and Marquardt’ procedure~@8#!. Thermal
wave slice tomography has also been developed for applications
in thermal imaging~@9,10#!. Approximate methods such as Born
iterations~@11#! have also been developed for applications in re-
covering permittivity distribution. Additional results have also
been reported which deal with the existence and uniqueness of the
solution to the inverse problems involving such systems~@12–
14#!.

The purpose of this note is to consider an inverse heat conduc-
tion problem for a two-dimensional domain. The inverse problems
for higher dimensions are more complicated. However, in two-
dimensional domains it is also physically possible to collect mea-
surements at more than one location on the boundary. The present
formulation considers a temporal interval during which time-
dependent measurements are provided, and introduces regulariza-
tion terms at the boundary of this temporal interval. In Section 2
we present the formulation and obtain the associated two-point
boundary value problem. We also present the algorithm in detail.
In Section 3 we discuss the numerical scheme that is used to
integrate the working equations and present a number of numeri-
cal examples, and Section 4 is devoted to the closing remarks.

2 Formulations of the Optimal Estimation Problem
Consider the conduction of heat in the two-dimensional domain

shown in Fig. 1. Let the material thermal conductivity, i.e.,
k(x,y), be a function of space. The conduction of heat is gov-
erned by the Fourier’s law given by

Tt5~kTx!x1~kTy!y , tP@0:t#, xP@0: l#, yP@0:h#,
(1)

whereT(t,x,y) is the material temperature. For simplicity, we are
assuming that the material density and specific heat are constants
and are equal to one. The heat flux is specified at the surrounding
boundaries except at the bottom surface for which the temperature
is specified. The material is heated at the boundaries and at the
same time the value of the temperature is also collected at the

boundaries. For example, if the material is heated at one location
x1 on the top surface, then the appropriate boundary and initial
conditions are given by

T~0,x,y!5T~ t,x,0!5Tx~ t,0,y!5Tx~ t,l ,y!50,
(2)

kTy~ t,x,h!5g~ t,x!,

whereg(t,x) is an applied heat flux which is specified. The tem-
perature is also recorded at the boundary, i.e., atx5x1 on the top
surface. The inverse problem is then to recover the subsurface
thermal conductivity profile,k(x,y), based on the given data and
the known applied heat. For more measurement points or more
applied heat fluxes additional terms can be added to the formula-
tion. The data are then given in the form

y~ t !5E
0

l

T~ t,x,h!d̂1dx, (3)

where d̂15d(x2x1) is the Dirac delta function centered atx
5x1 .

The approach is based on considering a temporal interval,@0:t#,
during which the system output measurements are provided. We
then formulate an optimal estimation problem which seeks to
minimize the error diference between the given data and the out-
put response from the system. In other words we seek to minimize
a cost functional given by

J5
1

2 E0

tFy~ t !2E
0

l

T~ t,x,h!d̂1dxG2

dt. (4)

The direct solution to the above minimization problem requires
the assumed conductivity profile to suddenly change to the actual
value, which almost always, becomes numerically unstable. We
can regularize this process by introducing a bound on the changes
that can occur to the conductivity after each iteration. The appro-
priate term to add to the cost functional is given by
*0

l *0
h(dk)2dxdy, which is the zeroth-order Tikhonov regulariza-

tion ~@2#!. By putting a bound on the change in the unknown
function,dk, we are essentially eliminating large deviations form
the initial guess for the unknown. Initial investigations have
shown that the zeroth-order regularization alone results in highly
oscillatory conductivity functions and higher-order regularization
is needed to further stabilize the inversion. Therefore, the appro-
priate cost functional is given by

Fig. 1 A two-dimensional domain
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J5
1

2 E0

tFy~ t !2E
0

l

T~ t,x,h!d̂1dxG2

dt1
a

2 E0

lE
0

h

~dk!2dxdy

1
b

2 E0

lE
0

h

@~kx!
21~ky!2#dxdy. (5)

The parameterb is a positive constant chosen by the designer. It
limits the slope of the sought after function in space. Often the
unknown function has sharp discontinuity in space and the algo-
rithm should be allowed to converge to a function with nonzero
slopes in space. Therefore, choosing a large value forb will limit
the ability of the algorithm to converge to the true function. By
reducing the value of the parameterb we can essentially allow the
algorithm to converge to an approximation to the solution, which
is often a function with nonzero slopes in space, and at the same
time eliminate unwanted oscillations in the solution by requiring
some degree of smoothness. We can obtain a good guess for this
parameter after a few iterations. The parametera is also chosen in
a similar manner. This parameter controls how fast the conductiv-
ity can change after each iteration. For large values ofa the al-
gorithm limits the change in the conductivitydk and, therefore,
the convergence is slow. For small values ofa the convergence is
faster. In the limiting case whena→0, the algorithm is ill-posed
and numerical instability sets in. A suitable value can be chosen
after a few initial trials. Once an initial value for thea is chosen,
then reducing its value as the iteration proceeds increases the
speed of the convergence. The above cost functional is minimized
subject to the heat conduction equation, Eq.~1!. We can form an
unconstrained minimization problem using the Lagrange multipli-
ers. The modified objective functional is given by

J5
1

2 E0

tFy~ t !2E
0

l

T~ t,x,h!d̂1dxG2

dt1
a

2 E0

lE
0

h

~dk!2dxdy

1
b

2 E0

lE
0

h

~kx!
21~ky!2dxdy

1E
0

tE
0

lE
0

h

l~Tt2~kTx!x2~kTy!y!dxdydt,

1E
0

tE
0

lE
0

h

sktdxdydt, (6)

wherel(t,x,y),s(t,x,y) are the Lagrange multipliers. Note that
we are also enforcing the conditionkt(t,x,y)50 through the use
of the Lagrange multipliers. This is similar to the Kalman filter-
ing approach for the estimation problems involving ordinary dif-
ferential equations~@15#!. Similar approach is also used in adjoint
methods for continuous systems~@3#!. Necessary minimization
conditions are obtained by setting the first variation ofJ equal to
zero. It follows that

dJ5E
0

tF2 ŷE
0

l

dT~ t,x,h!d̂1dxGdt

1E
0

tE
0

lE
0

h

dl~Tt2~kTx!x2~kTy!y!dxdydt

1E
0

tE
0

lE
0

h

l~dTt2d~kTx!x2d~kTy!y!dxdydt

1aE
0

lE
0

h

d~dk!dkdxdy1
b

2 E0

lE
0

h

~d~kx!
21d~ky!2!dxdy

1E
0

tE
0

lE
0

h

~dskt1sdkt!dxdydt, (7)

whereŷ is the error and is given by

ŷ~ t !5y~ t !2E
0

l

T~ t,x,h!d̂1dx, (8)

and the termd(dk)5Dk is the second variation of the thermal
conductivity at timet50. After integrating various terms by parts
and using the fact that the state variables can have arbitrary varia-
tions, we can arrive at the equations for the adjoint system given
by

l t2~klx!x2~kly!y50 (9)

s t2lxTx2lyTy50. (10)

The boundary conditions are given by

lx~ t,0,y!5lx~ t,l ,y!5l~ t,x,0!5l~t,x,y!5s~t,x,y!50,

lyk~ t,x,h!5 ŷ~ t !d̂1 .
(11)

The errorŷ(t) appears as a flux boundary condition for the adjoint
variable. Note that we are neglecting the boundary terms that
appear from performing the integration by parts on the regulariza-
tion termskx ,ky . We now have a complete two-point boundary
value problem involvingT, l, s, andk. The forward problem is
given by the heat conduction equation, Eq.~1!, andkt50 with the
appropriate boundary conditions given by Eqs.~2!. The adjoint
equations are given by Eqs.~9!–~10!, for which the appropriate
boundary conditions are given by Eqs.~11!. The solution to this
TPBVP provides the change that needs to occur at thermal con-
ductivity, i.e.,

k5k01Dk, Dk5
1

a
@s~ t,x,y!u t502b~kxx1kyy!#. (12)

The error between the given measurements and the response from
the systemŷ(t) which is given in Eq.~9! enters as a boundary
condition for the adjoint equation, i.e., Eqs.~10!–~11!. The adjoint
equations are solved backward fromt5t to t50, starting from
the final conditions

l~t,x,y!50, s~t,x,y!50. (13)

Therefore, the only nonzero component is introduced intol and,
in turn into s, through the errorŷ(t). For vanishing error, the
adjoint variables are equal to zero everywhere for all times and, as
a result,Dk5s(0,x,y)50, after which convergence is obtained.
We can now formulate an iterative algorithm.

2.1 Algorithm

1 Assume a distribution for the conductivityk0 and using the
appropriate boundary conditions, solve the heat equation forward
from t50 to t5t, thereby obtaining the error given by Eq.~8!.
Store the value of,Tx(t,x,y) andTy(t,x,y) for tP@0:t#.

2 Use the boundary conditions forl and solve the adjoint
equation backward fromt5t to t50. Simultaneously, use the
stored values forTx andTy and solve the equation for the adjoint
variables, i.e., Eq.~10!.

3 Update the value of the conductivity according to Eq.~12!
and repeat the processes 1–3, until the errors are arbitrarily small.

We next use a number of numerical examples to show the ap-
plicability of the algorithm and explain the method in detail.

3 Numerical Approximations and Examples
The forward equations and the adjoint equations are similar

except for their boundary conditions at the top surface. A finite
volume formulation~@16#! can be used for the spacial dimension
and the implicit Crank-Nicolson method can be used for the time
integration. At every time-step, this approach requires the solution
to a large sparse linear system of equations which is solved using
a conjugate gradient method with incomplete factorization~@17#!.
We consider the geometry given in Fig. 2 and letl 51.0 andh
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51.0. The spatial step size in thex andy-directions is equal and is
given by Dx5Dy51.0/50. Also the time-step size is equal to
Dt50.002.~See Fig. 2.!

3.1 Example 1. Consider the problem of recovering a two-
dimensional profile given in Fig. 3. The temperature at the bottom
surface is set equal to zero and no measurement is collected there.
The heat is applied at four points on each of the remaining three
surfaces. The points are equally spaced, i.e.,x15.2, x25.4, x3
5.6, andx45.8. A smooth Gaussian function in both time and
space is used to model the heat flux at a point. For the top surface
we have

g~ t,x!5expF2
~ t20.1!2

0.001 GexpF2
~x2xi !

2

0.0005G , i 51,4, (14)

and for the sides, we have

g~ t,y!5expF2
~ t20.1!2

0.001 GexpF2
~y2yi !

2

0.0005G , i 51,4 (15)

for both x50 andx5 l . The temperature is measured at all 12
points and are provided for the inverse problem. We are using
only three sides of the object for measurements. This situation is
often encountered in the application where parts of the boundary
cannot be accessed for measurements. We first solve the forward
problem and obtain the temperatures, i.e.,Ti(t), i 51,12. The
temperatures are then provided as observations for the inverse
problem. The timet should be chosen large enough so that there
is enough time for the heat to diffuse into the material. For our
purpose, we provide the data for up tot51.0. We then use the
above algorithm to recover the conductivity function.

The parameterb is chosen asb50.331027 and the parameter
a is chosen asa50.015. These values were chosen after a few
initial trials. Figure 4 shows the conductivity profile after 1800
iterations. Comparing Fig. 4 to the actual conductivity function
given in Fig. 3 shows that a good estimate of the unknown profile
can be recovered. The parametera is reduced gradually to im-
prove the convergence.

3.2 Example 2. In this example we apply the method to
recover the conductivity profile given in Fig. 5. Figure 6 shows
the computed value of the unknown function after 1800 iterations.
Figures 7 and 8 compare the actual function to the computed
functions at two values ofy, i.e.,y50.375 andy50.82. Results at
these two intersections indicate that for sharply discontinuous
functions the method can recover a function which is a close
approximation to the function. This is somewhat expected due to
the smoothing character of the heat conduction equation. Figure 9
shows the monotonic reduction in the error as a function of the
number of iterations, and Fig. 10 shows a contour plot of the error
after 1800 iterations for this example. As is expected there exists
some error close to the location of the sharp discontinuities in the
sought-after unknown function.

All of the iterations are started from the nominal value ofk
51. In all the examples we are collecting data at 12 locations on

Fig. 2 A two-dimensional domain

Fig. 3 The unknown conductivity profile to be recovered in
example 1

Fig. 4 The conductivity profile after 1800 iterations for
example 1

Fig. 5 The unknown conductivity profile to be recovered in
example 2

Fig. 6 The conductivity profile after 1800 iterations for ex-
ample 2
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the boundary. In a diffusive system, the perturbation applied at
one point in the domain affects the entire domain instantly and, in
principle, it is not necessary to provide numerous observations.
However, providing additional observations enhances the conver-
gence of the scheme. It is also physically possible to collect tem-
perature measurements at the boundaries. We have considered a
one-dimensional version of this problem in~@18#! where the in-
version was based on the data collected at one point. In that prob-
lem a zeroth-order regularization term was able to stabalize the
inversion. For the two-dimensional problem studied here, first-
order regularization was also needed for the inversion problem. In
all the cases the iterations can be continued and the results can be
further improved. Increasing the number of mesh points in bothx
andy directions can also improve the convergence at the expense
to the computational time due to the implicit nature of the time
integration.

4 Conclusions
In this paper we studied the problem of thermal imaging for a

two-dimensional domain. The proposed method is based on a
variational formulation which seeks to minimize a given cost
functional. The inversion is stabilized by making use of the
zeroth-order and the first-order Tikhonov regularizations. We used
a standard finite volume scheme to solve the associated initial/
boundary value problems which is general and can be applied to
any geometry under various conditions.
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Fig. 7 The actual and computed conductivity profile at y
Ä0.82 for example 2

Fig. 8 The actual and computed conductivity profile at y
Ä0.375 for example 2

Fig. 9 The monotonic reduction in error for example 2 as a
function of the number of iterations

Fig. 10 A contour plot of the error after 1800 iterations for
example 2
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Applying properties of the Laplace transform, the transient heat
diffusion equation can be transformed into a fractional (extraor-
dinary) differential equation. This equation can then be modified,
using the Fourier Law, into a unique expression relating the local
value of the time-varying temperature (or heat flux) and the cor-
responding transient heat flux (or temperature). We demonstrate
that the transformation into a fractional equation requires the
assumption of unidirectional heat transport through a semi-
infinite domain. Even considering this limitation, the transformed
equation leads to a very simple relation between local time-
varying temperature and heat flux. When applied along the
boundary of the domain, the analytical expression determines the
local time-variation of surface temperature (or heat flux) without
having to solve the diffusion equation within the entire domain.
The simplicity of the solution procedure, together with some in-
troductory concepts of fractional derivatives, is highlighted con-
sidering some transient heat transfer problems with known ana-
lytical solutions.@S0022-1481~00!01002-1#

Keywords: Conduction, Heating, Heat Transfer, Transient, Un-
steady

Introduction
Transient, particularly periodic, diffusion problems are very

common in practicing engineering. Some examples are the cyclic
heating of the cylinder surface of internal combustion engines, the
diurnal heating and nocturnal cooling of building structures, lakes
and water reservoirs by radiation, the periodic~pulse!laser heat-
ing of solid surfaces in materials processing, the cyclic heating of
laminated steel during pickling, the periodic heating and cooling
of vials contained DNA for polimerase-chain-reaction activation,
and the heating of electronics, which is also cyclic in most cases.

Frequently, these heat transfer processes are diffusion-
dominated or at least influenced by the initial diffusion-dominated
evolution. Obtaining analytic solutions of transient diffusion prob-
lems, when possible, can be very complicated~as demonstrated in
detail by Carslaw and Jaeger@1#, Arpaci @2#, Özisik @3#, Kakaç
and Yener@4#, and Poulikakos@5#! because of the mathematical
intricacies involved in solving the differential equations governing
the phenomenon.

The method of choice for solving problems involving time-
periodic temperature boundary conditions analytically, for in-
stance, is the method of complex temperature~@5#!. This method,

however, applies only when the boundary condition is expressed
as a sine or cosine function of time. Moreover, the solution does
not cover the initial transient regime, but only the steady-periodic
regime.

Analytic solution of the one-dimensional diffusion problem
with a continuous, transient, temperature boundary conditionf (t),
including the initial transient regime, can be obtained using the
Duhamel’s theorem~@5#!

T~x,t !5E
t50

t5t d f~t!

dt
Ts~x,t2t!dt (1)

with Ts(x,0)50, whereTs(x,t) is the solution for the unit step
boundary condition applied att50. Although very powerful, Du-
hamel’s theorem can lead to mathematically complex problems
because of the integral in Eq.~1!, making it very difficult to find
an analytic solution except for very simple cases.

A more general analytic approach for solving diffusion prob-
lems with transient boundary condition exists leading to solutions
involving the Green functions and kernels. Even for relatively
simple boundary conditions the mathematical analysis can be
daunting, again because of the integrals involved, as shown by
Özisik @3#.

When only localized thermal responses are of interest, the ther-
mal engineer has no choice but to first find the solution to the
diffusion equation~using one of the usual analytic methods!
throughout the entire domain, and then particularize the solution
to a specific location. The possibility of determining analytically
the temperature~or heat flux!at a particular location within the
domain knowing only the local heat flux~or temperature!, i.e.,
without having to solve the diffusion problem within the entire
domain, is very advantageous in these circumstances.

The fractional-diffusion technique, originally presented by Old-
ham and Spanier@6#, can be used for determining in a simple and
elegant way the local temperature or heat flux of a medium with
uniform properties undergoing heat diffusion. Our primary objec-
tive is to review this technique, and by doing so to demonstrate
why the technique is limited to a semi-infinite and unidimensional
configuration, complementing the work by Oldham and Spanier
@6#.

The general analytic solutions~one for local temperature and
one for local heat flux!resulting from the fractional-diffusion
technique are then validated for several heat diffusion problems
with known analytic solutions obtained by different methods con-
sidering, in particular, the determination of boundary temperature
or heat flux. These validations are important also for demonstrat-
ing how easy it is to find analytical solutions using the fractional-
diffusion technique as compared to the mathematical difficulties
of other methods.

Fractional Diffusion Equation
Consider initially a three-dimensional time-dependent diffusion

equation, assuming constant and uniform properties

]T~x1 ,x2 ,x3 ,t !

]t
2a¹2T~x1 ,x2 ,x3 ,t !50, (2)

whereT is temperature,t is time, (x1 ,x2 ,x3) are three coordinates
of an orthogonal system, anda is the thermal diffusivity of the
medium. The system is initially at equilibrium, so
T(x1 ,x2 ,x3 ,t)5T0 for t,0, with T0 being a constant and uni-
form value. Implementing the change of variables (j1 ,j2 ,j3)
5a21/2(x1 ,x2 ,x3 ,t) and u(x1 ,x2 ,x3 ,t)5T(x1 ,x2 ,x3 ,t)2T0 ,
Eq. ~2! becomes

]u~j1 ,j2 ,j3 ,t !

]t
2¹2u~j1 ,j2 ,j3 ,t !50 (3)

with the initial condition now written asu(j1 ,j2 ,j3,0)50. Tak-
ing the Laplace transform of Eq.~3!, and using the initial condi-
tion u(j1 ,j2 ,j3,0)50,
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su* ~j1 ,j2 ,j3 ,s!2¹2u* ~j1 ,j2 ,j3 ,s!50 (4)

where u* (j1 ,j2 ,j3 ,s) represents the Laplace transform of
u(j1 ,j2 ,j3 ,t).

Using the separation of variablesu* (j1 ,j2 ,j3 ,s)
5X1(j1)X2(j2)X3(j3), Eq. ~4! is replaced by the system of
equations

1

Xj F 1

)
j

hj

]

]j j
S hphq

hj

]Xj

]j j
D G5l j

2s, pÞqÞ j 51,2,3 (5)

with the additional condition:l1
21l2

21l3
251. In Eq. ~5!, hj are

multipliers~or scaling functions!of the orthogonal system~e.g., in
spherical coordinates:h151, h25r , h35r sinu) ~see@7#, p. 34!.
Considering Cartesian coordinates for simplicity (h15h25h3
51), the solution of Eq.~5! is

Xj~j j ,s!5 (
mj 52`

`

@Ajmj
~s!es1/2l jmj

j j1Bjmj
~s!e2s1/2l jmj

j j# (6)

whereAjmj
andBjmj

are arbitrary functions ofs. The solutionu*
becomes

u* 5 (
m152`

`

(
m350

m1

(
m250

m1 F )
j 51,2,3

~Ajmj
es1/2l jmj

j j1Bjmj
e2s1/2l jmj

j j !G .
(7)

Now, observe from Eq.~7! that the equality

]u* ~j,s!

]j
52s1/2u* ~j,s! (8)

holds only whenAjmj
50 or Bjmj

50 ~depending onl jmj
being

positive or negative, respectively! and whenl jmj
is unity. The

requirements onAjmj
and Bjmj

are automatically satisfied when
seeking a finite solution valid for a semi-infinite domain alongj j .
The requirements onl jmj

implies in l1m1
51, thereforel2m2

5l3m3
50, and the problem degenerates to the unidirectional

case. Therefore, Eq.~8! is valid only when the problem is unidi-
rectional and the domain is semi-infinite. It will become clear later
on that Eq.~8! is a fundamental necessary step along the deriva-
tion of the fractional-diffusion equations. As a consequence, the
equations are limited to the semi-infinite and unidirectional case.
Aside this limitation, the technique is extremely powerful, as will
be demonstrated in the following sections.

The development of the fractional-diffusion technique contin-
ues by inverting Eq.~8!, recognizing first that the inverse Laplace
transform commutes with the ]/]j operator, i.e.,
L21@]u* (j,s)/]j#5]$L21@u* (j,s)#%/]j5]@u(j,t)#/]j. It is
also necessary to use the propertyL@] fu(j,t)/]t f #5sfL@u(j,t)#
5sfu* (j,s), valid for a functionu(j,t) that satisfiesu(j,0)50,
where] f /]t f is the fractional derivative operator of orderf. Thus,
Eq. ~8!, on restoring the original variables, becomes

a1/2
]T~x,t !

]x
52

]1/2@T~x,t !2T0#

]t1/2 . (9)

Using the properties~A2! and~A10! listed in the Appendix, Eq.
~9! is rewritten as

a1/2
]T~x,t !

]x
52

]1/2T~x,t !

]t1/2 1
1

~pt !1/2 T0 . (10)

Now, recalling the Fourier Law for the heat fluxq9(x,t)5
2k]T(x,t)/]x, valid at any point within the domain, and using
Eq. ~10! to substitute the]T(x,t)/]x term, we obtain

q9~x,t !5
k

a1/2 F]1/2T~x,t !

]t1/2 2
T0

~pt !1/2G . (11)

Therefore, the heat flux at any location within the domain~in-
cluding along the boundary! can be obtained from Eq.~11! by
simple semidifferentiating the temperatureT in time at that loca-
tion. Note that for a givenq9(x,t), the correspondingT(x,t)
value can be obtained by inverting Eq.~11!, i.e., by taking
]21/2 @Eq. ~11!#/]t21/2. Using properties~A3!, ~A5!, and~A8!, the
result is

T~x,t !5
a1/2

k

]21/2@q9~x,t !#

]t21/2 1T0 . (12)

It is important to emphasise that the transformation of the dif-
fusion Eq. ~2! into the extraordinary PDE Eq.~10! is restricted
only by the assumption of the domain being semi-infinite and the
process unidirectional. One can use this transformation in heat and
mass transfer for analysing the early regime within a finite domain
during which the diffusion process takes place as if the domain
were semi-infinite. In the next section Eqs.~11! and~12! are vali-
dated by considering problems with known analytic solutions.

Validation for Heat Transfer Problems
Consider, for instance, the problem of a semi-infinite planar

medium with a time-varying temperature condition along the
boundary~the temperature is considered uniform along the bound-
ary, wherex50!. The one-dimensional heat conduction equation
in this case is

]T~x,t !

]t
2a

]2T~x,t !

]x2 50. (13)

The initial and boundary conditions areT(x,0)5T0 , T(0,t)
5Tb(t) andT(`,t)50. Using Eq.~11!, the heat fluxqb9(t) cross-
ing the boundary of the medium is

q9~0,t!5qb9~ t !5
k

a1/2 Fd1/2Tb~ t !

dt1/2 2
1

~pt !1/2 T0G (14)

for any time-varying temperature boundary conditionTb(t).
To gain confidence on the validity of Eq.~14!, consider some

simple heat transfer cases with known analytic solution. For in-
stance, the constant boundary temperature problem, i.e.,T(0,t)
5Tb . From Eqs.~14! and ~A10!

qb95
k

a1/2 S 1

pt D
1/2

~Tb2T0!, (15)

which is exactly the same as the result obtained by solving the
diffusion equation analytically for the temperature within the en-
tire domain, using the similarity method and separation of vari-
ables, and then obtaining an expression for the boundary heat flux
via the Fourier Law~see Eq.~4.43!, p. 150, of Bejan@8#!. Observe
that with the fractional approach the same result is obtained in one
simple operation, i.e., finding the semiderivative of the constant
Tb .

Now, to verify the inverse relation, Eq.~12!, consider first the
problem of a continuous plane sourceq9 within an infinite do-
main. The boundary temperature, according to Eq.~12!, is

T~0,t!5Tb~ t !5
a1/2

k

d21/2q9

dt21/2 1T0 . (16)

Whenq9 is a constant, expression~A13!can be used to evaluate
the fractional derivative of Eq.~16!, and the result is

Tb~ t !5
a1/2

k
2q9S t

p D 1/2

1T0 (17)

which is exactly the result found via the similarity method, re-
ported by Poulikakos~@5#, p. 191! for this particular problem. The
simplicity and clarity~it does not requirefindinga similarity vari-
able!of the fractional method is again noteworthy.
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Consider now a more complicated class of problems in which
the boundary condition is time-dependent. For instance, when the
surface temperature is time-dependent and varies asTb(t)5T0
1TA sin(vt), the boundary heat flux is obtained from Eq.~11! as

qb9~ t !5
k

a1/2 H d1/2@T01TA sin~vt !#

dt1/2 2
1

~pt !1/2 T0J . (18)

Using, in order, properties~A2! and~A10!, listed in the Appendix,
and simplifying the result,

qb9~ t !5
k

a1/2

d1/2@TA sin~vt !#

dt1/2 (19)

Now, using~A3!, ~A6!, and~A11! into Eq. ~19!, yields

qb9~ t !5
k

a1/2 TAv1/2H sinS vt1
p

4 D221/2LF S 2vt

p D 1/2G J (20)

whereL is the auxiliary Fresnel function~see Appendix!. Observe
that the term proportional to the auxiliary Fresnel functionL in

Eq. ~20! governs the initial unsteady regime. When time is long
enough the contribution of the auxiliary Fresnel function becomes
negligible becauseL~t! approaches zero ast increases~for in-
stance, att;10p/v,umax$L@(2vt/p)1/2#%u,0.001!, and the heat
flux variation reaches a steady-periodic regime, as shown in
Fig. 1.

The surface heat flux at the steady-periodic regime, for this
particular case of boundary condition, can be obtained also by first
modifying the diffusion equation to a complex temperature model,
solving the differential equation for the complex temperature, ex-
tracting the temperature solution from the complex temperature
and then using the Fourier’s law to obtain the corresponding heat
flux ~see@5#, p. 167!. The final result is

qb9~ t !5
k

a1/2 TAS v

2 D 1/2

@sin~vt !1cos~vt !# (21)

which is the asymptotic result of Eq.~20! for very large time.

Fig. 1 Time evolution of surface heat flux, Eq. „20…, and the imposed boundary
condition „dashed line…: †Tb„t …ÀT0‡ÕTAÄsin„vt…

Fig. 2 Time evolution of surface temperature, Eq. „23…, and the imposed boundary
condition „dashed line…: q 9„t …Õq 09Äsin„vt…

374 Õ Vol. 122, MAY 2000 Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Consider now the boundary conditionqb9(t)5q09 sin(vt) im-
posed at the boundary (x50) of a semi-infinite medium. Using
the fractional Eq.~12! the boundary temperature is directly related
to the boundary heat flux via

Tb~ t !5
a1/2

k

d21/2qb9

dt21/2 5
a1/2

k

d21/2@qb9 sin~vt !#

dt21/2 . (22)

The final solution is obtained by applying~A3!, ~A6!, and~A14! to
Eq. ~22!:

Tb~ t !5
a1/2

k
q09v

1/2FsinS vt2
p

4 D121/2VS 2vt

p D 1/2G . (23)

Observe, again, that the term proportional to the auxiliary Fresnel
function V in Eq. ~23! governs the initial unsteady regime~Fig.
2!. When time permits the contribution of the auxiliary Fresnel
function becomes negligible ~for instance, at t
;40p/v,umax$V@(2vt/p)1/2#%u,0.04!, and the temperature varia-
tion reaches a steady-periodic regime.

The steady-periodic general solution to this problem is~see@3#,
p. 114, to verify the mathematical complexity behind this solu-
tion!

T~x,t !5~va!1/2
q09

k
expF2S v

2a D 1/2

xGsinFvt2S v

2a D 1/2

x2
p

4 G .
(24)

At the boundary,x50, the solution simplifies to

Tb~ t !5~av!1/2
q09

k
sinS vt2

p

4 D (25)

which is exactly the same as the asymptotic result of Eq.~23!,
when the auxiliary Fresnel function contribution becomes
negligible.

Other more complex functions can be considered as boundary
conditions and used in Eqs.~20! and ~23!, following the same
steps demonstrated previously. A very general set of fractional
derivatives and rules of derivation can be found in Odham and
Spanier@9#.

Summary and Conclusions
By attempting to extend to vectorial form the development pre-

sented by Oldham and Spanier@6#, it is demonstrated why the
fractional-diffusion technique is restricted to unidirectional prob-
lems within a semi-infinite domain.

The two resulting equations, one for local temperature and one
for local heat flux, depend on local quantities only~heat flux and
temperature, respectively!. Therefore, when the temperature~or
heat flux!time evolution is known at any point within the domain,
the time evolution of the corresponding heat flux~or temperature!
at the same point can be found without having to solve the diffu-
sion equation for the entire domain.

The resulting fractional-diffusion equations are applied to the
boundary and validated considering several problems with known
analytic solution. The simplicity involved in obtaining the local
system response~temperature or heat flux! to a transient excitation
within a semi-infinite diffusion system using the fractional ap-
proach is highlighted.

Observe that the extension to mass diffusion problems is
straightforward by considering the parallel between heat and mass
transfer. The same can be said about mass and heat diffusion
within a porous medium following the macroscopic diffusion
equation for a system in~thermal!equilibrium. In this case care
should be taken when replacing the diffusion coefficienta and the
thermal conductivityk with the appropriate effective coefficients
of the porous medium.

Appendix
In this section some useful definitions and properties of frac-

tional derivatives are presented. From the several equivalent defi-
nitions of fractional derivatives, the most elegant is the Riemann-
Liouville definition ~@10#!, namely

df@g~ t !#

dtf 5
1

G~2 f ! E0

t g~t!

~ t2t!11 f dt (A1)

where f is any negative number andG is the Gamma function.
Some of the useful properties derived from Eq.~A1! are

df@u~ t !1v~ t !#

dtf 5
df@u~ t !#

dtf 1
df@v~ t !#

dtf (A2)

df@Cg~ t !#

dtf 5C
dfg~ t !

dtf (A3)

df@ tg~ t !#

dtf 5t
dfg~ t !

dtf 1 f
df 21g~ t !

dtf 21 (A4)

dh

dth S dfg~ t !

dtf D5
dh1 fg~ t !

dth1 f (A5)

df@g~Ct!#

dtf 5Cf
dfg~Ct!

d~Ct! f (A6)

dfd~ t2t!

dtf 5
1

G~2 f !
~ t2t!2 f 21, f ,0 (A7)

df@ tn#

dtf 5
G~n11!

G~n112 f !
tn2 f (A8)

df@C#

dtf 5
Ct2 f

G~12 f !
(A9)

where d(t2t) is the Dirac delta function, defined asd(t2t)
5`, if t5t, otherwise,d(t2t)50. In the previous formulas,C
is a nonzero constant. Observe that expression~A5! holds for any
positiveh andf, and ford2 f@dfg(t)/dtf #/dt2 f5g(t) if f and/orh
are negative~see Oldham and Spanier,@9#, p. 117!.

The semiderivatives~case off being 61/2! of some common
functions are

]1/2@C#

]t1/2 5C~pt !21/2 (A10)

d1/2@sin~ t !#

dt1/2 5sinS t1
p

4 D221/2LF S 2t

p D 1/2G (A11)

d1/2@cos~ t !#

dt1/2 5
1

~pt !1/21cosS t1
p

4 D221/2VF S 2t

p D 1/2G
(A12)

d21/2@C#

dt21/2 52CS t

p D 1/2

(A13)

d21/2@sin~ t !#

dt21/2 5sinS t2
p

4 D121/2VF S 2t

p D 1/2G (A14)

d21/2@cos~ t !#

dt21/2 5cosS t2
p

4 D221/2LF S 2t

p D 1/2G (A15)

In Eqs. ~A11!, ~A12!, ~A14!, ~A15!, V and L are the auxiliary
Fresnel integrals~functionsf andg, respectively, in Abramowitz
and Stegun@11# p. 300!.
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Introduction
Active forcing of reacting flows has recently gained much at-

tention as a means for controlling and stabilizing combustion pro-
cesses in a variety of engineering applications. Tailoring the com-
bustion process by means of pulsing, or otherwise altering the
mass flow rate using injectors placed strategically, has recently
been adopted as a novel approach to increasing reactor combus-
tion efficiencies. A comprehensive summary regarding the use of
active forcing to tailor combustion processes is provided by Coats
@1#.

The literature regarding premixed flame/wall interactions cur-
rently dwarfs the amount of information regarding nonpremixed
flame/wall interactions. In the study of Poinsot et al.@2# Direct

Numerical Simulation~DNS! of a premixed flame/wall interac-
tion, with provisions for heat release and variable density and
viscosity, is considered. They found that turbulent flamelets be-
have differently as they approach walls. The effects of thermal
boundary conditions on premixed flame shape and quenching in
duct flows are examined by Hackert et al.@3#. Roberts et al.@4#
investigate premixed flame quenching induced by flame/vortex
interactions in an effort to quantify various regimes of turbulent
combustion.

Nonpremixed flame/wall interaction studies are surprisingly
limited. Peters@5# considered the effects of flame stretch on local
quenching in nonpremixed flames using perturbation methods.
Wichman @6# employed large activation energy asymptotics to
derive an expression for the quenching distance in a nonpremixed
flame undergoing a one-step exothermic reaction near a cold wall.
The study of Katta et al.@7#, which considers quenching in
methane-air diffusion flames, is one of the few DNS works that
have focused on the dynamics of nonpremixed flame quenching.

The effect of extremely close proximity walls on the vorticity
distribution in reacting jets is the focus of this work. The impli-
cations of such near wall confinement on combustion-driven in-
stabilities can be found in engineering applications such as lean-
premixed gas turbine engines and compact hazardous waste
incinerators~@8#!. In this paper, time-dependent numerical simu-
lation is used to study the combined effects of increased heat
release and semi-confinement on the vorticity dynamics in the
near-field region of nonpremixed, actively forced, momentum
dominated, coflowing jets. The jets are modeled as unsteady, com-
pressible, reacting flows with temperature-dependent viscosity.
Because the primary focus of this study is on the effects heat
release and confinement on vorticity production, a simple one-step
global reaction model governed by temperature-dependent finite-
rate Arrhenius kinetics is used to represent the chemistry. The jets
are subjected to large-amplitude low-frequency perturbations in
order to induce vortex formation.

Problem Formulation
A schematic representation of the two-dimensional planar com-

putational domain used is shown in Fig. 1. The stoichiometric
mixture fraction is used to examine flame surface dynamics. For

1To whom correspondence should be addressed.
Contributed by the Heat Transfer Division for publication in the JOURNAL OF

HEAT TRANSFER. Manuscript received by the Heat Transfer Division, January 15,
1999; revision received November 9, 1999. Associate Technical Editor: T. Avedi-
sian.

Fig. 1 Computational domain showing fuel and oxidizer jets,
and boundary conditions
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the global one-step chemistry usedF1rO→(11r )P, the mix-
ture fraction is defined asZ5(SYF2YO11)/(11S), where Z
ranges from 0,Z,1. The flame is located where fuel and oxi-
dizer meet in stoichiometric proportion atZc51/(11S), where
the effective air/fuel stoichiometric ratio,S5rYF,o /YO,o . The
formulation used herein allows for fuel and/or oxidizer dilution
(YF,o and/orYO,o not equal to unity!. Here, for simplicity only
Zc50.5 is discussed. A detailed investigation of the effects of
varied stoichiometry on vorticity and flame structure can be found
in Anderson et al.@9#.

Numerical Solution
A compressible direct simulation code~@10#! was adapted and

utilized for the current investigation. A compact sixth-order finite
difference scheme~@11#! is used to approximate spatial derivatives
in the governing equations. The order of accuracy is fourth and
third, respectively, at points adjacent to and on the boundary of
the computational domain. The scheme used for time advance-
ment is an explicit third-order Runge-Kutta method~@12#!.

Boundary conditions are prescribed by the Navier-Stokes Char-
acteristic Boundary Condition~NSCBC! technique~@13#!. They
are shown in Fig. 1. At the outflow boundary, a nonreflecting
boundary condition is imposed. Subsonic conditions are used at
the inlet of the domain where the streamwise velocity profiles are
perturbed according to

u~y,t !5ū~y!@11« sin~2p f t1c!#, (1)

where ū(y) is the mean streamwise velocity,« controls the am-
plitude of the perturbations,c is a phase angle, andf is the fre-
quency of perturbations~@14#!. In this paper, fuel frequency is
twice that for an oxidizer, withc50 ~@15#!. Data collected from
eight phases over a cycle, in angular increments ofp/4, were used
to construct the results presented in this paper.

In the present investigation,e50.5 was used to mimic the study
of Gutmark et al.@15#, where large-amplitude fluctuations were
used to study the merits of active forcing in compact waste incin-
erators. The overall size of a compact waste incinerator is smaller
than conventional hazardous waste incineration chambers causing
closer proximity of inlet jets. The jets used to inject fuel/oxidizer
in compact waste incinerators are typically separated by less than
2 or 3 jet diameters~@8#!. Also there are typically several jets
situated near a wall. The current study has idealized the confine-
ment effects by examining only one pair of jets. It was found that
for e,0.4, the flame did not respond well to active forcing.
Hence, the value ofe50.5 was selected. Clearly, a point of di-
minishing returns is reached when perturbation energy exceeds
the energy of the unperturbed flow.

The large-amplitude low-frequency perturbation used in the
current investigation is somewhat larger than that used in other
studies. Hosangadi et al.@16# imposed a five percent sinusoidal
variation of the fuel jet velocity at a Strouhal number based on the
radius equal to 3.5. They concluded that reacting jets are much
less responsive to active forcing than their isothermal counter-
parts, lending support to the suspected stabilizing nature of heat
release. The reacting circular jet configuration investigated by
Miller et al. @17# employed 15 percent inlet velocity perturbations
with a Strouhal number based on the jet diameter of 0.40. For
axisymmetric jets, the preferred-mode Strouhal number based on
the diameter of the jet falls within the range 0.20 to 0.50~@18#!.
For the planar jet simulations presented herein, the Strouhal num-
ber based on the oxidizer jet widthdo is Stdo

50.41. Gutmark and
Ho @19# suggest that extremely low level, spatially coherent dis-
turbances in individual experimental facilities change the initial/
inlet conditions of a laminar shear layer. Thus, an across the board
comparison of the present results with those presented in the lit-
erature for other simulations and experimental studies of coplanar
jets should be made with care.

Numerical Code Validation. The DNS code used in the
present study was validated by the originators in Guichard et al.
@10#. Since exact reacting flow solutions do not exist for the
present configuration, a nonreacting stagnation point flow and a
Poiseuille channel flow with isothermal walls were modeled. The
numerical results agreed with theoretical predictions to within five
percent.

Accuracy of the unsteady numerical simulations carried out in
this study depends on both spatial and temporal resolutions. The
time-step is selected according to

Dt5min~Dt f ,Dt r ! (2)

where Dt f and Dt r are the convection and reaction time steps
calculated as

Dt f5maxS s fDxi

~ui1c! D for i 51,2 (3)

wherec5Agp/r denotes the local speed of sound, and

Dt r5maxS s rr

v̇T
D (4)

wheres f and s r , respectively, denote the convection and reac-
tion Courant-Friedrichs-Lewy~CFL! numbers andv̇T is the reac-
tion rate term of the energy conservation equation. In this study,
s f50.5 ands r50.07.

A grid independence study was performed to ensure adequate
spatial resolution. To isolate the spatial dependence of flow vari-
ables on the grid used, a very small time-step on the order of
Dt f;O(1026) was used by adjusting the value ofs f . This study
involved monitoring all flow variables at various locations within,
and outside the shear layer, as the resolution of the grid was
increased. For example, Fig. 2 shows the computed fluid density
at a fixed location as a function of the mesh sizeN. The variation
in density ~and other variables! asymptotes out at a value ofN
5257, indicating that the resolution is sufficient for results to be
grid independent. All results presented herein are for a grid reso-
lution of N5257.

Results and Discussion

A Database Parameters. The reader is referred to the No-
menclature section of the paper for definitions of the following
parameters. Reference values used wereg51.4, co5340 m/s,
no5131025 m2/s, ro51 kg/m3, To5300 K, YO,o51 andB52
31014 m3/kg2s. The domain size used wasLx51, Ly51. Dimen-
sionless numbers used include Main50.5, Pr50.7, Sc51.0, Reac

Fig. 2 Grid independence study representative output. Instan-
taneous density variation at xÄ0.02335, yÄ0.07004. D: data
points, „ …: spline fit.
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512500, Re52030, andPe52030. The period of forcing was
tO52p/b̂ r , tF5p/b̂ r with b̂ r51. In the context of the current
literature, heat release effects are considered low when the ratio of
maximum to minimum temperature in the system,Tf /To;2
~@20#! while high levels of heat release occur whenTf /To;4
~@21#!. Cases 1, 2, and 3 will henceforth refer to results with
Tf /To51.7, 2.5, and 2.7 respectively. Thus, the simulations given
in this paper range from low to moderate heat release scenarios.

B Vorticity Transport Equation. The most important pro-
cesses in reacting flows with heat release are the production of
vorticity due to baroclinicity and the destruction of vorticity due
to gas expansion processes. Thus, in order to ascertain the dy-
namic effects of heat release, one must analyze the volumetric
expansion and also the establishment of pressure and density gra-
dients. This is readily achieved by examining the transport equa-
tion for vorticity v[¹3u,

Dv

Dt
5~v•¹!u2v~¹•u!1

~¹r3¹p!

r2 1
1

Reac
¹3¹•S T

r D ,

(5)

whereT denotes the shear stress tensor. The right-hand side of
Eq. ~5! is comprised of the stretching, dilatational, baroclinic
torque and viscous diffusion terms, respectively. For the present
two-dimensional flow, the contribution due to stretching is zero.
Heat release produces significant contributions to the dilatational
and baroclinic torque terms. The mechanism of vorticity produc-
tion through dilatation depends upon the sign of the velocity di-
vergence. Baroclinic torques are produced when iso-surfaces of
density and pressure are misaligned in a flow field. In the current
study, the more general form of the viscous diffusion term given
in Eq. ~5! is used, since the viscosity is temperature-dependent.

C Signed Vorticity. Vortex formation histories are shown
in Fig. 3 for Case 2. Similar results for the other two cases were
analyzed, but are not presented in this paper for brevity. The
frames of Fig. 3 show thez-component of vorticity,

vz5S ]v
]x

2
]u

]yD . (6)

Regions of positive~negative!vorticity are indicated by solid
~dashed!lines in each frame. Also shown is the location of the
stoichiometric surfaceZc50.5, indicated by the heavy dashed
dotted line.

Primary and secondary vortices are evident in Fig. 3. In frame
~a!, primary vortices are formed in the fuel region of the jet near
x50, y.0.5,0.75. The formation of a secondary braid region is
evident. A braid is defined as the vortex anchor which is con-
nected to the inlet plane~@22#!. In Fig. 3, braids of counterrotating
direction are located nearx50, y.0.45,0.55. These braids occur
in the oxidizer region of the flow. The convection speeds of the
primary ~fuel region!and secondary~oxidizer! vortices were cal-
culated asuc,i[Dx/Dt, whereDx is the distance traversed by the
center of the structure over a timeDt. This yieldeduc,p50.16 and
uc,s'2uc,p , wherep ands denote primary and secondary, respec-
tively. The presence of vorticity along the lateral walls of the
domain is also apparent in Fig. 3. Recirculation zones along the
lateral boundaries are evident from the signed vorticity structures
generated along the walls.

The degree of vortex/wall interaction does not seem to change
significantly when comparing simulations with different levels of
heat release. This is because the proximity of the flame to the
walls is the same in each case through the parameterLy51. Ef-
fects of vortex/wall interaction are not expected to become pro-
nounced unless the value of the lateral wall distance parameterLy

Fig. 3 Case 2 signed vorticity and stoichiometric mixture fraction. vzÄÀ5 to 5,
DÄ1. ZcÄ0.5: „-"-"-…. „a… to „d…: tÄ29.32 to 31.68, in time increments of Dt
ÄpÕ4.
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is changed~@14#!. However, the degree of elongation of the struc-
tures is slightly different for each heat release case. The underly-
ing mechanisms responsible for the local distribution of the signed
vorticity are the variable density mechanisms of Eq.~5!. These
mechanisms are also responsible for the severity of undulation
experienced by the flame surface. The average structure of the gas
expansion and baroclinic torque terms are presented in the follow-
ing subsection.

D Average Vorticity Distribution. The effect of increased
heat release on the global distribution of vorticity is quantified in
the following manner. Using data for the three heat release cases,
the magnitude of each term on the right-hand side of Eq.~5! was
computed using a spatial-time averaging technique. The terms
which comprise the right-hand side of Eq.~5! are denoted here as
V i , wherei 5D for dilatation,B for baroclinic torque andV for
viscous diffusion. Traversing the streamwise extent of the domain,
the V i terms were integrated in the transversey-direction, over a
period of oxidizer forcingt5tO leading to

^V i&[E E V i
2dydt. (7)

Another metric used in our post-processing of the numerical da-
tabases was the averaged value of the vorticity transport budget
defined as

^Dv/Dt&[(
i

^V i&. (8)

The average values of the pressure gradient term^VB&m , gas
expansion term̂VD&m and global vorticity budget̂Dv/Dt&m are
shown in Table 1. Also shown in Table 1 is the ratio of the mean
global baroclinic term to the mean global dilatational term defined
as

Vg[
^VB&m

^VD&m
. (9)

This vorticity generation ratio differs from that defined by Chen
et al. @23# in their analysis of low-speed buoyant jet diffusion
flames. They employed a generic flame structure of jet diffusion
flames in the context of a single conserved scalar to obtain their
dimensionless vorticity generation parameter. This works out to
be the ratio of the Reynolds number to the Froude number multi-
plied by the square root of the Schmidt number. In contrast, the
ratio Vg used herein is simply based on values of the^V i&m terms.
From Table 1, it can be seen that as the heat release parameter
increases, global baroclinic torque production diminishes, while
global gas expansion effects become larger. From the values of
the ratioVg in Table 1 it is evident that baroclinic torque mecha-
nisms dominate for each case.

The reason why baroclinic production dominates the overall
distribution of the vorticity budget is believed to be related to the
presence of the walls. Other studies have demonstrated that one of
the primary side effects of confinement is an increase in the local
pressure in coflowing reacting jets~@24#!. Thus, in comparison to
unconfined flows, confined flows are subject to larger freestream
pressure magnitudes, causing increased pressure gradients and
thus larger baroclinic torques. The magnitude of the pressure field
is lowered as the proximity of the walls is increased. This was
verified by performing a series of numerical experiments varying

the lateral wall distance parameterLy and monitoring the overall
baroclinic torque production within the domain. The results of this
exercise are shown in Table 2.

From Table 2, we see that as the walls are moved further away
from the coflowing jets, for a given level of heat release, the
average baroclinic torque term drops in magnitude. Thus, the re-
sulting pressure gradient term contribution to the vorticity budget
is reduced with increased lateral wall proximity. Another reason
that the baroclinic torques dominate these reacting flow fields may
have to do with the relatively high speeds of the flows considered
~the mean flow Mach number is on the order of Ma;0.50!. As the
local velocity increases the density decreases and the temperature
increases leading to larger values of local baroclinic torque in
comparison to low speed simulations.

Summary and Conclusions
Simulations of coplanar jets subjected to close proximity con-

finement and increased levels of heat release have been per-
formed. This study has quantified the effect of wall confinement
on the contribution of baroclinic torque on the vorticity dynamics
of flame-vortex-wall interactions. The primary conclusion is that
for a fixed level of heat release, the mechanism of baroclinic
torque vorticity production decreases with less severe wall con-
finement.
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Nomenclature

B̄ 5 reduced pre-exponential factor
c 5 speed of sound

co 5 reference speed of sound
do 5 width of oxidizer jet

f 5 frequency of forcing
Lx 5 size of domain in streamwise direction
Ly 5 size of domain in lateral direction

Main 5 Mach number based on inlet velocity
N 5 number of grid points
p 5 pressure

Pe 5 Peclet number
Pr 5 Prandtl number
r 5 mass of oxidizer required to burn a unit mass of fuel

Reac 5 Reynolds number based on reference speed of sound
Re 5 Reynolds number based on oxidizer jet width

S 5 effective fuel/air mass stoichiometric ratio
Sc 5 Schmidt number

Stdo
5 Strouhal number based on oxidizer jet widthdo

t 5 time

Table 1 Effect of heat release on vorticity generation ratio

Case ^VB&m ^VD&m ^Dv/Dt&m Vg

1 1700 500 1300 3.4
2 1600 550 1200 2.9
3 1500 575 1000 2.6

Table 2 Effect of wall confinement and heat release on baro-
clinic torque production

Ly Tf /To ^VB&m

1.00 1.7 1700
1.25 1.7 1500
1.50 1.7 1300
1.00 2.5 1600
1.25 2.5 1450
1.50 2.5 1250
1.00 2.7 1500
1.25 2.7 1300
1.50 2.7 1100
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t f 5 convection time
t r 5 reaction time
T 5 shear stress tensor

Tf 5 maximum flame temperature
To 5 minimum flame temperature
u 5 velocity vector
u 5 streamwise velocity
ū 5 mean streamwise velocity

uc,p 5 convection speed of primary vortex pair
uc,s 5 convection speed of secondary vortex pair
Vg 5 vorticity generation ratio
Yd 5 mass fraction ofdth species

Yd,o 5 reference value ofdth species mass fraction
Z 5 mixture fraction

Zc 5 stoichiometric value of mixture fraction

Greek

b̂ r 5 most amplified frequency
g 5 specific heat ratio
« 5 perturbation amplitude

no 5 reference value of kinematic viscosity
r 5 density

ro 5 reference value of density
s f 5 Courant-Friedrichs-Lewy number for convection
s r 5 Courant-Friedrichs-Lewy number for reaction
td 5 forcing period of speciesd
c 5 phase angle of inlet forcing
v 5 vorticity vector

vz 5 signed vorticity
v̇T 5 reaction rate
V i 5 i th vorticity transport term

^V i& 5 i th averaged vorticity transport term
^V i&m 5 meani th averaged vorticity transport term
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Nonequilibrium Natural Convection
in a Differentially Heated Cavity
Filled With a Saturated Porous Matrix

A. A. Mohamad
Department of Mechanical Engineering, University of
Calgary, Calgary AB T2N 1N4, Canada

Steady-state natural convection in an enclosure filled with a satu-
rated porous medium is investigated numerically. Brinkman-
Forchheimer’s extension of Darcy flow with a nonequilibrium
model is used in the analysis. The paper intends to address the
validity of the equilibrium model for natural convection. The pre-
dicted results indicated that the equilibrium model is difficult to
justify for non-Darcy regime and when the solid thermal conduc-
tivity is higher than the fluid thermal conductivity. The maximum
differences in the temperatures between the two phases take place
at the bottom-left corner and due to skew-symmetry of the prob-
lem at the upper-right corner.@S0022-1481~00!00402-3#

Keywords: Cavities, Heat Transfer, Natural Convection, Non-
equilibrium, Porous Media

Introduction
Natural convection in an enclosure filled with a saturated po-

rous matrix is a fundamental problem, with many applications
considered by various authors~@1#!. Frequently, authors consid-
ered that the porous matrix is in thermal equilibrium with the
fluid, i.e., the temperature of the solid and the fluid are assumed to
be the same within a representative control volume. Thermal equi-
librium is not valid when heat is released in the solid or in the
fluid, such as in combustion in porous media~@2#! or in catalyst
converters. Furthermore, when the length scale of the representa-
tive control volume is of the order of the length of the system,
then the thermal equilibrium model can become inaccurate~@3#!.
In the nonequilibrium modeling, one needs to know the volumet-
ric heat transfer coefficient between the solid and fluid phases
~particle Nusselt parameter!. In the literature there are some at-
tempts to measure the volumetric heat transfer coefficient indi-
rectly under forced convection conditions~@4–5#!. No experimen-
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tal or theoretical analyses identified in the literature regarding the
volumetric heat transfer coefficient for natural convection condi-
tions. Nonequilibrium models have been considered by several
authors~@6–8#,@3#! and applied to forced convection problems. To
the author’s best knowledge, nonequilibrium models have not
been applied to the natural flow, which is the subject of this work.

The analysis showed that the equilibrium model could not be
justified for a certain range of the controlling parameters. Espe-
cially when the thermal conductivity of solid phase is higher than
the thermal conductivity of fluid phase and for non-Darcy regime,
Ram~RaDa!.100. The deviation from the equilibrium condition is
profound in the region of the boundary layer development.

Model Equations
Steady, laminar, natural convection is considered in a square

cavity filled with a saturated porous matrix. The thermophysical
properties are assumed to be constant, except the density variation
with temperature in the buoyancy term. The standard Forch-
heimer, Brinkman extension Darcy momentum equation~@3#! is
adopted in the analysis with the following energy equations:
~a! fluid phase:

U
]u f

]X
1V

]u f

]Y
5¹2u f1

Nup

F
~us2u f ! (1a)

~b! solid phase:

05¹2us1
Nup

~12F!Kr
~f f2us!. (1b)

Height~H!, a/H andDT are used for scaling length, velocity, and
temperature, respectively. The parametersKr , F, Nup , a stands
for the thermal conductivity ratio~solid/fluid!, porosity, particle
Nusselt number, and thermal diffusivity, respectively.

At the vertical boundaries, the local Nusselt parameters for
solid and fluid phases are defined as

Nus5
]us

]j
and Nuf5

]u f

]j
. (2)

Note that Nus and Nuf are based on the thermal conductivity of
the solid matrix and of the saturated fluid, respectively. By con-
sidering the energy balance at the boundary (qt95qs9(12F)
1qf9F), the total Nusselt parameter can be written as

Nut5~12F!KrNus /F1FNuf /@~12F!Kr #. (3)

It should be mentioned that the definition of the total Nusselt
parameter is based on the effective thermal conductivity of the
medium ~parallel model!. Average Nu parameter is obtained by
integrating the local Nu along the heated boundary. Average tem-
perature difference between the two phases is calculated as

Duav5E
0

1E
0

1

Dus fdjdh. (4)

The above definition may be helpful in justifying a nonequilib-
rium model globally. For local evaluation, the maximum tempera-
ture difference between the two phases is presented.

Free convection heat transfer from an isolated sphere can be
calculated from the correlation suggested by Churchill@9#; Nud

5210.589 Rad
1/4/@11(0.496/Pr)9/16#4/9, where the Nusselt and

the Rayleigh parameters are based on the sphere diameter. This
correlation can be used to estimate natural convection heat trans-
fer from particles in a bed. For small bead diameters,d, ~order of
cm! and since the temperature difference between the beads and
saturated fluid is order of unity, then the Nud(h d/K f) can be
estimated in the range of 2 to 10. The volumetric heat transferhv ,
which is defined ash multiplied by the surface area of the solid
matrix per unit volume, can be expressed ashv56(12F)h/d.
Then, the Nup can be formulated as

Nup5hvH2/K f56~12F!Nud~H/d!2. (5)

The geometric parameterH/d is the number of beads in a linear
dimension of the container~height!. In practical applications this
number can be of order 1000.

Remarks on the Boundary Conditions
The velocity components are set to zero at the boundaries. The

solid and fluid temperature derivatives normal to the horizontal
boundaries are set to zero, i.e., adiabatic condition. For vertical
boundaries, it is assumed that the fluid and solid phases have the
same temperature at the hot and cold vertical boundaries, i.e.,
equilibrium condition. In fact, the latter boundary condition is not
valid, due to the channeling effect. The channeling has significant
effect on the rate of heat transfer which is considered by different
authors~@10–11#!. In this work, the issue of a nonequilibrium
boundary condition and variable porosity model is not used.

Method of Solution
A control volume approach is used to solve the model equations

with the SIMPLER algorithm. Central difference is used to ap-
proximate advection-diffusion terms~second-order accurate
scheme!. To alleviate the convergence problem due to using the
central difference scheme, the deferred correction method of Kho-
sla and Rubin@12# is adopted. Different numbers of grids were
tested to insure that the results are grid size independent. The
denser grids were clustered near the boundaries. The difference
between predictions of 41341 and 81381 grid sizes in predicting
the temperature field was not that significant. The maximum dif-
ference in the prediction of the average Nusselt number was about
1.0 percent between two grid sizes for Ra5108, Da51025, Pr
51, Kr51.0, Nup51000. Nonuniform 81381 grids were used to
generate the results.

Furthermore, the predicted results were compared with avail-
able results in the literature for an equilibrium model. If the Nup is

Fig. 1 Effect of K r on the maximum temperature difference
between the solid and the fluid as function of height and in the
left half of the cavity, for Ra Ä1Ã108, DaÄ1Ã10À5, and Nu p
Ä1000

Table 1 Comparison of average Nusselt parameter predic-
tions with †13‡ and †14‡ results

Ra Da Present @13# @14#

105 1021 4.30 4.36
105 1024 1.07 1.067 (F50.4); 1.071 (F50.6)
106 1024 2.70 2.55 (F50.4); 2.72 (F50.6)
108 1024 18.27 18.4
1012 1028 47.25 44.30
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set to zero in Eq.~1!, then Eq.~1a! simulates the thermal equilib-
rium condition, and Eq.~1b! simulates heat conduction in stagnant
media. Since the vertical boundary conditions are adiabatic, the
solid temperature must linearly vary from hot to cold walls. For
the Nup equal to zero, the solid temperature distribution was linear
and the average Nusselt parameter for saturated porous medium is
tabulated in Table 1 and well compared with results of Lauriat and
Prasad@13# and Nithiarasu et al.@14#. It should be mentioned that
for Ra51012, convergent results are obtained by adopting 121
3121 nonuniform grids.

Results and Discussions
The results are presented for a fixed value of porosity,F

50.4. The maximum temperature difference between the solid
and fluid phases is monitored along the height and in the left half
of the enclosure and plotted in Fig. 1 for Pr51.0 and Pr5100 and
for Ram51000 ~Ra5108, Da51025! and for Nup51000. Since
the problem is centro-symmetry, there is no need to consider the
other half of the enclosure. Figure 1 shows that the highest value
of the maximum difference takes place at the bottom left and by
skew-symmetry of the problem at the upper right corners of the
enclosure, where the boundary layer starts to develop. The
Dus f ,max decreases along the height of the enclosure forKr less
than or equal to one. ForKr5100, the highest value ofDus f ,max
takes place at the corners of the enclosure; this is due to the
horizontal heat conduction effect at these regions. TheDus f ,max

enhances as the Pr parameter increases to 100. It is found that the
results for Pr510 is similar to the results for Pr5100, and the
difference is significant, i.e., the effect of the Pr parameter on the
results decreases for Pr.10.

Typical Dus f profiles are shown in Fig. 2~a!and 2~b!at the first
quarter and at the midheight of the cavity as a function ofj,
respectively. The results are for the modified Ram of 1000 ~Ra
5108, Da5131025!, Nup51000 and for Pr51.0. It is evident

Fig. 2 „a… Effect of K r on the temperature difference between
solid and fluid phases at the first quarter of the enclosure for
the same parameters as for Fig. 1. „b… Effect of K r on the tem-
perature difference between solid and fluid phases at the mid-
height of the enclosure for the same parameters as for Fig. 1.

Fig. 3 Effect of K r on the V-velocity profiles at the midheight
of the enclosure

Fig. 4 „a… Effect of K r on the maximum „square symbol … and
average „circle symbol … temperature difference between solid
and fluid for RaÄ 1Ã108, PrÄ1.0, DaÄ1Ã10À5 as a function of
Nup . „b… Effect of K r maximum „square symbol … and average
„circle symbol … temperature difference between solid and fluid
for RaÄ 1Ã106, PrÄ1.0, DaÄ1Ã10À3 as a function of Nu p .
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that, as the thermal conductivity ratio decreases, the difference
between the solid and fluid temperatures decreases. ForKr<1.0,
the difference in the temperature is profound at the boundaries.
The solid temperature becomes higher than the fluid temperature
in the region of ascending flow and the reverse is true in the
region of descending flow. Also, it can be seen from Fig. 3 that, as
the thermal conductivity of the solid increases compared with
fluid conductivity, more heat conducts into the horizontal direc-
tion and enhances the buoyancy force in thex-direction. ForKr
5100, heat transfer is mainly conductive and the velocity profile
at midheight of the cavity is almost linear. The results indicate
that using the Prandtl parameter based on fluid properties is not
appropriate. The Prandtl parameter should be based on effective
medium properties.

The V-velocity ~Fig. 3! is sensitive to the thermal conductivity
ratios greater than one (Kr.1.0), while it is not the case forKr
,1.0. This is due to the fact that heat conduction in the horizontal
direction enhances the buoyancy force at the core of the cavity.
While for Kr,1, the vertically advected heat is higher than the
horizontal conduction; accordingly, buoyancy force almost dimin-
ishes at the core. Also, it can be noticed that the peak value of the
velocity decreases asKr increases. For Pr510, similar velocity
profiles are obtained as for Pr51.0, except that the peak value of
the velocity is higher for Pr510.

The effect of the particle Nusselt parameter (Nup) is addressed
by changing Nup from 102 to 105 ~Figs. 4~a!and 4~b!!. These
figures show maximum values ofDus f ~square symbols!and av-
erage values ofDus f ~circle symbols!for the same Ram(1000) but
for Ra5106 and 108, respectively. It is evident that the average
maximum value ofDus f increases as Nup decreases and the equi-
librium model prediction can be quite erroneous for Nup,1000.
This argument is valid for Ram greater than or equal to 1000.
Also, it is found that the difference in the temperature of solid and
fluid becomes insignificant for low Ram ~less than 500!values.
From the previous discussion, it is expected that decreasing the
modified Rayleigh parameter and/or Darcy parameter will de-
crease the influence of the thermal conductivity ratio on the tem-
perature difference between the two phases.

Based on the above results, the equilibrium model is difficult to
justify for high Ra and/or Da~Ram order of 1000 and above!.
Also, if the Nup parameter is low, then the nonequilibrium model
should be adopted.

Table 2~a!,~b!summarizes the influence ofKr on the rate of
heat transfer for Ra513108. It can be noted that for Pr>10, the
rate of heat transfer is not a strong function of the Prandtl param-
eter. Also, the Nus and Nuf parameters decrease asKr increases.
The total Nusselt parameter, Nut , approaches the conduction limit

~becomes unity!asKr increases. For Pr51.0, Nuf decreases and
Nus increases by decreasing Nup from 1000 to 100, but the total
effect on the total Nut is not that strong. Furthermore, as Da
decreases Nu values decrease significantly, this is due to the de-
crease in the permeability of the medium.

Conclusions
As a conclusion, the results indicate that one of the important

parameters is the particle Nusselt parameter. If this parameter is of
order 1000 or less, then the equilibrium model is difficult to jus-
tify for Ra>13106 and for Ram>1000. Also, for Ra513108

and Ram>104, the equilibrium model is difficult to justify even
for high Nup ~order of 1000!. The above discussion is valid forKr
equal to or greater than unity. The difference between solid and
fluid phase temperatures is profound at the bottom left corner and
upper right corner of the cavity forKr equal or less than unity. For
Kr.1.0, the horizontal heat conduction enhances the buoyancy
force at the core of the cavity.

The results are presented for an equilibrium boundary condition
due to lack of information. Further analysis is needed to address
the effect of a nonequilibrium boundary condition and justify the
analyses experimentally.
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Introduction
An important class of natural convection phenomena in indus-

try refers to the confined flows inside stationary cavities when a
temperature differential is impressed at two opposing walls~@1#!.
In such cavities, the fluid circulation occurs by gravitational ef-
fects and consists of two major streams:~a! a vertical fluid stream
that rises along the hot wall and~b! a cold fluid stream that de-
scends along the cold wall.

In general, the enhancement of heat transfer in gas-filled cavi-
ties is a very difficult task because of the low fluid velocities
involved. In view of this characteristic, it is of fundamental and
practical interest to explore alternative instruments for the heat
transfer augmentation that are power-independent, and on the
other hand exclude modifications of the wall surfaces. Corre-
spondingly, the central objective of this technical note is to ex-
plore the capabilities of different gaseous media to be utilized in
natural convection cavities. And from here, to determine whether
a mixture of two pure gases yields levels of heat transfer incre-
ments that are unattainable:~a! by each pure gas separately or~b!
by air.

Transport Properties of a Mixture of Two Pure Gases
The composition of a mixture of two gases,x, is defined asx

5m2 /(m11m2), where m1 and m2 designate the respective
masses of gas 1 and gas 2. Dimensional analysis stipulates that the

four transport properties that affect natural convection flows are:
density, isobaric heat capacity, dynamic viscosity, and thermal
conductivity.

1 Density. The density of a mixture of two pure gases,rm ,
may be expressed by the linear combination of specific volumes:

1

rm

5
~12x!

r1

1
x

r2

. (1)

2 Isobaric Heat Capacity. At moderate temperatures and
low pressures, the isobaric specific heat capacity of a mixture of
two pure ideal gases,cp,m , may be written by the linear form

cp,m5~12x!cp,11xcp,2 . (2)

3 Dynamic Viscosity. The dynamic viscosity of a mixture
of two pure gases,mm , at moderate temperatures and low pres-
sures does not vary linearly with the composition,x. Wilke @2#
proposed the nonlinear model

mm5
m1

F11f1,2S x

12xD S M1

M2
D G 1

m2

F11f2,1S 12x

x D S M2

M1
D G (3)

in which f1,2 andf1,2 signify the viscosity parameters of the gas
mixture

f1,25

F11S m1

m2
D 1/2S M2

M1
D 1/4G2

A8F11S M1

M2
D G1/2 , f2,15S m2

m1
D S M1

M2
D f1,2. (4)

4 Thermal Conductivity. The thermal conductivity of a
mixture of two pure gaseskm is not a linear function of the com-
positionx either. The method that is suitable for the estimation of
km at moderate temperatures and low pressures is the one recom-
mended by Wassiljeva@3#,

km5
k1

F11A1,2S x

12xD S M1

M2
D G 1

k2

F11A2,1S 12x

x D S M2

M1
D G , (5)

where the interaction parametersA1,2 andA2,1 are obtained from
the linear relations~@4,5#!

A1,251.065f1,2, A2,151.065f2,1. (6)

Here, the symbolsf1,2 andf1,2 stand for the viscosity parameters
of a gas mixture which have already been defined in Eq.~4! ~@2#!.

Heat Transmission in a Vertical Rectangular Cavity
The vertical rectangular cavity depicted in Fig. 1 is defined as

an enclosed space bounded by two vertical walls held at uniform
temperatures,Th andTc , and two insulated horizontal walls. The
gravity vector is aligned with the vertical walls.

The rate of heat transmissionQ across the vertical rectang-
ular cavity in question is calculated from ‘‘Newton’s equation of
cooling:’’

Q5h̄A~Th2Tc! (7)

whereh̄ is the mean heat transfer coefficient associated with the
impressed temperature differentialTh2Tc at the active walls,
and A is the surface area of one active wall. Fundamentally,h̄
is a function of the geometry of the cavity, the orientation of the
cavity, the fluid transport properties, and the applied temperature
difference.

Empirical correlation equations for natural convection in cavi-
ties induced by opposing hot and cold walls abound in the heat
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transfer literature. Jakob@6# and Graff and Van der Held@7# de-
veloped a simple correlation equation of power form that accounts
for the aspect ratio (H/d)

Nud5
h̄d

k
5C Rad

nS H

d D m

(8)

and covers the Prandtl number interval 0.5<Pr<2. In the
experimental-based equation, the cavity widthd was selected as
the characteristic length in the mean Nusselt numberNud and in
the Rayleigh number Rad . All transport properties are evaluated
at an average temperatureT̄5(Th2Tc)/2.

Mean Heat Transfer Coefficients of a Mixture of Two
Pure Gases

Natural convection heat transfer in stationary cavities is con-
formed by two mechanisms~@1#!. The first mechanism is of mo-
lecular nature. It is prototypical of conduction of heat in a layer of
quiescent fluid and persists up to the incipience of convective
motion, namely the attainment of a critical Rayleigh number
Rad,cr523103. For Rad.Rad,cr , buoyancy forces induced by
the temperature differential at the active walls outweighs the vis-
cous forces. As a result of this imbalance the circulation motion
becomes stronger, giving rise to a second mechanism by natural
convection of heat. Knowing that the mechanism by conduction of
heat is susceptible to only one transport property, i.e., the thermal
conductivity, one feasible way for passively enhancing heat trans-
fer in gas-filled cavities is to stimulate the other mechanism by
natural convection of heat.

We designateh̄m as the mean heat transfer coefficient of a
mixture of two pure gases whose composition isx. Alternatively,
Eq. ~8! may be recast in terms of the four transport properties as
follows:

h̄m5Bkm
12nmm

2nrm
2ncp,m

n . (9)

Here, B is an overall coefficient that absorbs the coefficientC,
along with a group of geometric and thermal quantities in Eq.~8!.
Owing that the exponentn assumes values of 1/4 and 1/3 for the
undivided interval 23103<Rad<107 in Table 1, Eq.~9! eluci-
dates direct proportionalities betweenh̄m and three transport prop-

erties km , rm , and cp,m , and only one inverse proportionality
betweenh̄m andmm . In turn, each of these transport properties is
affected by the composition of the gas mixturex through the func-
tional relaxationskm5g1(x), mm5g2(x), rm5g3(x), and cp,m
5g4(x) which are described explicitly in Eqs.~1!–~6!.

The objective of this subsection is to explore the optimal value
of the gas compositionx1 ~in other words the extrema ofx) for a
specific mixture of two pure gases at a preselected pressure and
temperature. Information regarding the maximization or minimi-
zation of the mean heat transfer coefficienth̄m can also be drawn
from the analysis.

Discussion of Results
Since air is the most commonly used coolant in industry, it was

deemed appropriate to contrast the heat transfer features of the
vertical rectangular cavity containing~a! air, ~b! helium,* ~c! ni-
trogen, and~d! a mixture of helium and nitrogen with a composi-
tion ranging fromx50 to 1. The relative merits of helium, nitro-
gen, and a mixture of helium and nitrogen are examined against
air which surely constitutes the baseline case in the present com-
parative study. Typical numerical values of the four transport
properties for these three gases are taken from Mills@8# and are
summarized in the adjoining Table 2 for two extreme tempera-
tures, namely, a low average temperature of 200 K and a high
average temperature of 1000 K. Additionally, numerical values of
the same transport properties for the mixture of helium and nitro-
gen are obtained from evaluating the set of Eqs.~1!–~6!.

A brief discussion of the traits inherent to helium and nitrogen
using air as a reference datum seems to be in order. Irrespective of
the average temperature of operation, it may be seen that all trans-
port properties of air and nitrogen have comparable values. Cor-
respondingly, attention has been directed to helium and nitrogen
only. First, the thermal conductivity of helium is between five and
six times greater than nitrogen. Second, helium is ten times lighter
than nitrogen. Third, the isobaric specific heat capacity of helium
is five times larger than nitrogen. Fourth, the dynamic viscosities
of helium and nitrogen are more or less alike. The size of these
computed ratios prevail for all average temperatures that are con-
tained in the interval between 200 K and 1000 K.

For a vertical rectangular cavity filled with all proportions of a
He/N2 gas mixture, two figures have been prepared showing the
variation of the relative mean heat transfer coefficient,h̄m /B, with
respect to the compositionx at two average temperatures: a low
value of 200 K and at a high value of 1000 K. The format of the
abscissa implies that the left extreme,x50, corresponds to pure
helium, whereas the right extreme,x51, corresponds to pure ni-
trogen. In order to have an adequate point of reference that facili-
tates the comparison, the figures also display in the ordinate the

1Hydrogen is superior than helium, but the explosive potential of this gas requires
special safety precautions.

Table 1 Numerical values of the coefficient C, the exponents
n and m in Eq. „8…

Rad H/d C n m

,23103
¯ 1 0 0

(23103,23105) ~11,42! 0.197 1/4 21/9
(23105,107) ~11,42! 0.073 1/3 21/9

Table 2 Transport properties of air, helium, and nitrogen: „a…
TÄ200 K and pÄ1 atm

k
~W/m K!

r
~kg/m3!

cp
~J/kg K!

m3106

~kg/m s!

air 0.020 1.767 1009 13.59
helium 0.116 0.224 5200 15.60
nitrogen 0.020 1.707 1045 13.10

„b… TÄ1000 K and pÄ1 atm
k

~W/m K!
r

~kg/m3!
cp

~J/kg K!
m3106

~kg/m s!

air 0.067 0.354 1130 41.52
helium 0.313 0.049 5200 43.30
nitrogen 0.066 0.341 1167 39.40

Fig. 1 Vertical rectangular cavity
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appropriate value ofh̄m /B for a similar cavity, but filled with air.
Figure 2 is associated with an exponentn51/4, i.e., for a sub-
interval of application 23103,Rad,23105 in Table 1. Here, it
may be observed that the twoh̄m /B curves descend gradually
with increments ofx and clearly no maxima is reached. This be-
havior is insensitive to the average temperature, and signifies that
the largest heat transfer takes place when the cavity is filled with
helium, in contrast the smallest heat transfer occurs when the
cavity is filled with either nitrogen or air. An exponentn51/3 is
connected to Fig. 3, i.e., for a subinterval of application 23105

,Rad,107 in Table 1. In this case, the twoh̄m /B curves follow
a skewed bell shape. The maximum heat transfer (h̄m /B)max hap-
pens at the optimal compositions of the gas mixture,x* 50.60 for
200 K and 0.70 for 1000 K, respectively.

Further, it may be useful to assess the quantitative outcome of
the heat transfer maximization from a different angle, that is con-
structing four ratios with each of the relative mean heat transfer
coefficientsh̄m /B involving air, helium, nitrogen, and the optimal
He/N2 gas mixture. These ratios are calledheat transfer enhance-
ment ratiosand are presented in Table 3.

In Table 3, the numbers listed in the second column reveal the
discernible superiority of helium with respect to air; theheat
transfer enhancement ratiois susceptible to the average tempera-
ture, raising from 18.9 to 40 percent as the average temperature
diminishes from 1000 K to 200 K. On the contrary, the numbers
listed in the third column substantiate the fact that, regardless of
the average temperature, nitrogen is slightly inferior than air. As
compared to air, theheat transfer enhancement ratiosfor the op-
timal He/N2 mixture show marked ascending patterns; the ratios
move up to ten percent~from 18.9 percent for He as compared to
air to 28.9 percent for the optimal He/N2 mixture as compared to

He! at 1000 K and almost nine percent~from 40 percent for He as
compared to air to 48.7 percent for the optimal He/N2 mixture as
compared to He!at 200 K. In view of the foregoing discovery, Eq.
~9! may be particularized to the specific value ofn51/3 and recast
explicitly by way of the four transport properties as follows:

h̄m5BA3 km
2 rm

2 cp,m

mm

. (10)

Essentially, the nature of this equation uncovers the major contri-
butions ofkm andrm and the minor contributions ofcp,m andmm

towards the magnitude ofh̄m /B.
For completeness, it should be mentioned that at very low Ray-

leigh numbers below Rad,cr523103, the transfer of heat in the
vertical rectangular cavity is induced by the conduction mecha-
nism across the gaseous layer. Under this limiting circumstance,
the thermal conductivity is the only transport property that influ-
ences Newton’s equation of cooling, Eq.~8!. Among the three
gases chosen in this comparative study, air, He, and N2, unques-
tionably He is preferred over air and N2 because He has the high-
est value of the thermal conductivity~see Table 2!.

Table 3 Heat transfer enhancement ratios

average
temperature h̄ ~air! h̄~He! h̄(N2) h̄m,max(He/N2)

200 K 46 64.4 44.91 68.4
~40%! ~22.37%! ~48.7%!

@230.26%# @6.2%#
1000 K 25.6 30.44 24.71 33

~18.9%! ~23.48%! ~28.9%!
@218.82%# @8.4%#

Note: The numbers in parentheses are referred to ash̄(air), whereas the numbers in

brackets are referred to ash̄(He).

Fig. 2 Variation of the relative mean heat transfer coefficient,
h̄ m ÕB, with the composition, x, of a He ÕN2 gas mixture for n
Ä1Õ4: „a… 200 K, „b… 1000 K

Fig. 3 Variation of the relative mean heat transfer coefficient,
h̄ m ÕB, with the composition, x, of a He ÕN2 gas mixture for n
Ä1Õ3: „a… 200 K, „b… 1000 K

386 Õ Vol. 122, MAY 2000 Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The theoretical results presented in this technical note may be
useful to thermal design engineers that are involved with the pack-
aging of gas-filled vertical rectangular cavities. Interestingly, the
vast improvement in heat transfer performances provided by the
optimal mixture of helium and nitrogen~oscillating between 60
percent He140 percent N2 and 70 percent He130 percent N2)
over air is remarkable. This design option may lead to substantial
reductions in the dimensions and in the weight of vertical rectan-
gular cavities in industrial environments.

Nomenclature

A 5 surface area of active wall
A1,2,A2,15 conductivity parameters, Eq.~6!

cp 5 isobaric specific heat capacity
g 5 acceleration of gravity
h̄ 5 mean heat transfer coefficient
H 5 height of cavity
k 5 thermal conductivity

m 5 mass of gas
M 5 molecular weight of a gas

Nud 5 mean Nusselt number,h̄d/k
Pr 5 Prandtl number,mcp /k
Q 5 rate of heat transmission

Rad 5 Rayleigh number, (gb/na)(Th2Tc)d
3

T 5 temperature
T̄ 5 average temperature, (Th1Tc)/2
x 5 composition of a gas mixture,m2 /(m11m2)

x* 5 optimal composition of a gas mixture
a 5 thermal diffusivity
b 5 coefficient of thermal expansion
d 5 width of cavity
m 5 dynamic viscosity
n 5 kinematic viscosity
r 5 density

f1,2,f2,15 viscosity parameters, Eq.~4!

Subscripts

c 5 cold
h 5 hot
m 5 mixture of two gases

1,2 5 gas 1, gas 2
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Results of a study on saturated boiling heat transfer of refrigerant
R-600a in horizontal tubes (ID510.6 mm) with strip-type inserts
(longitudinal strip LS with/without perforated holes and cross-
strip CS inserts) are reported. Local heat transfer coefficients are
measured for a range of heat flux (9.1;31.2 kW/m2!, mass ve-
locity (8.23;603.3 kg/m2s!, and equilibrium mass quality
(<0.8) and the influences were studied. The data were compared
with the performance of the corresponding smooth tubes. En-
hancement factors are presented and discussed. Pressure drop
measurement was also conducted and it is found that both single-
phase and two-phase pressure drops increase with increasing
heat flux levels and mass velocities.@S0022-1481~00!00302-9#

Keywords: Boiling, Enhancement, Heat Transfer, Refrigeration

1 Introduction
A lot of work has been carried out to obtain an understanding of

boiling heat transfer from a smooth surface. These fundamental
studies clearly brought out the complexities of the flow boiling
mechanisms~see @1# for a comprehensive survey!. At present,
many aspects of boiling heat transfer on a smooth surface are well
explored and reasonably good correlations have been developed
for the design of efficient heat exchange equipment. However,
with enhanced surfaces, boiling heat transfer is more complicated.
Several comprehensive studies have been performed on mi-
crofinned tubes~see, for example,@2#!. Singh et al.@3# conducted
flow boiling observation of R-134a in a microfin tube and showed
that at the mass velocity of 100 kg/m2 s, a transition from a strati-
fied to annular flow occurred. Recently, Liu@4# experimentally
measured the evaporation heat transfer coefficients of R-134a and
compared the corresponding values of R-22. Due in part to this
complexity, heat transfer in horizontal tubes with strip-type inserts
has received less attention than that in smooth tube annuli. More-
over, in-tube evaporations with strip-type inserts using R-600a as
a refrigerant have not been conducted, especially for the strips
with perforated holes.
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This work is a continuation of our previous study regarding
evaporative heat transfer and enhancement performance of a ser-
pentine tube with strip-type inserts using R-134a~@5#!. Attention
was given to the heat transfer enhancement as well as the pressure
drop measurement and to the influences of nucleate flow boiling
on test tubes. Different cases in terms of varied insert-type hori-
zontal tubes were tested. To accomplish these tasks, experiments
were performed in a horizontal test tube~see Fig. 1 for details!
with longitudinal strip ~LS! with/without perforated holes and
cross-strip ~CS! type inserts, 10.6-mm inside diameter with
refrigerant-600a~R-600a!as the boiling fluid.

2 Experimental Apparatus and Instrumentation
The heat transfer test apparatus is similar to Hsieh et al.@5#

with slight modifications for test tubes. The test section consists of
a horizontal tube flow channel. It is a copper tube (k
5386 W/mK) with a total heated length of 2000 mm, and outside
and inside diameters of 12.7 mm and 10.6 mm, respectively. Inlet
and outlet pressures were measured with a piezoresistive-type
transducer, respectively, and differential pressure at a 500-mm
interval each across the channel is measured with a strain-gage-
type transducer. The pressure transducers were calibrated against
a known method~@6#!. The estimated uncertainty in the pressure
measurements were68.5 percent. Heating was provided by con-
ducting direct current through electric wire packed into the tube.
A two-walled structure (MgO1quartz) was sandwiched between

the copper tube and the electric wire as an electrical shield. Quartz
was used as an electrical insulation. MgO can distribute heat en-
ergy uniformly.

As R-600a~at Tsat56°C andPsat5192.7 kPa!flowed through
the test section, it was uniformed heated by DC power, provided
by a 100v, 550-amp capacity DC rectifier. The wall temperature
was measured by four thermocouples circumferentially~@5#!
spaced~90 deg apart!at nine axial downstream locations and an
average value was used to calculate the local heat transfer coeffi-
cient. The soldering point of the thermocouples to the tube wall
was less than 1 mm in diameter. It is estimated that the tempera-
tures were accurate to within60.1°C. The inserts are in partial
thermal contact with the heated wall and some heat flow through
the inserts that would be expected. Such amount of heat was es-
timated less than 15 percent of the total heat input at the extreme
case.

Prior to formal two-phase flow boiling tests, single-phase heat
transfer and pressure drop tests were made. Single-phase tests
were performed at mass flux ranging from 119 to 509 kg/m2 s,
which included a Reynolds number up to 30,000 which belongs to
turbulent flow. The local heat transfer coefficient, at positionz
along the length of the tube, is defined ash5q̇/(Twz2Tz) where
Twz and Tz stand for local wall and bulk fluid temperature at
positionz. The input heat fluxq̇ was obtained from the enthalpy
increase of the fluid over the heated length with a nominal cross-
sectional areaAc as

q̇5
~GAcCp!~To2Ti !

pDiLH
. (1)

For a given mass velocity, as mentioned before, outside-wall
temperatures were obtained at nine axial positions along the
length of the test channel. Because the temperature difference
across the wall of the copper tube was large, the measured outside
wall temperatures were corrected to give the inside tube wall tem-
peratures following Wen and Hsieh@7# with a heat loss factorh
~@8#! where h is defined as the heat loss factor~5q̇/q and q
5EI/pDoLH ; whereE denotes electric voltage andI is the elec-
tric circuit!. For the present study, theh ranged from 0.89 to 0.93.
The single-phase adiabatic friction factor is calculated from the
measured total pressure drop and mass flux. The measured single-
phase heat transfer as well as the pressure drop approach the well-
known Gnielinski@9# and Petukhov-Popov@10# correlations and
the Blasius equation (f 50.316 Re20.25) well within 69.5 percent
and69.7 percent for Nu andf, respectively. To evaluate the two-
phase friction factor associated with the present study, the friction
pressure dropDPf was obtained by deducting the acceleration
pressure dropDPa which can be estimated by the homogeneous
model for simplicity with possible errors at higher quality for
two-phase gas-liquid flow. Namely,

dPa

dz
5G2v lgdx/dz. (2)

An uncertainty analysis was made to consider the error caused by
the interpolation procedure of the measuring instruments. The es-
timated uncertainties inG, q̇, x, DP, Tw , h, andf are61.3,65.2,
66.4, 68.5, 60.2, 612.3, and68.9 percent, respectively.

3 Results and Discussion
The flow boiling tests were performed at selected values of

mass velocity of 83, 166, 239, 356, 475, and 602 kg/m2 s. The
fluid entered the test section as saturated liquid in all tests. The
experimental heat flux range from 9.1 to 3.1 kW/m2. Application
of the flow pattern maps to predict quality at the transition to
annular flow indicated that annular flow generally did not start
until qualities of 0.6 to 0.8. Figure 2 shows the flow pattern map
following Taitel and Dukler@11# for the present flow boiling in
smooth tubes and the tubes with inserts. It clearly shows that all
the tests under study seem in annular, intermittent, stratified-Fig. 1 The geometry of the inserts in present study
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wavy, and bubbly flow regime. The majority of the boiling data
from both the smooth tubes and tubes with inserts used in the
present study falls into the annular region, with only a few mea-
surements also falling into stratified-wavy~at low mass flux!/or
bubbly ~at high mass flux!and intermittent flow (slug1plug) pat-
tern regions. It is recognized that in the stratified-wavy flow re-
gime (x,0.5), the trend in heat transfer coefficient versus vapor
quality is an extension to that for annular flow, where it is termed
‘‘partial nucleate boiling,’’ and both forced convection and nucle-
ate boiling are significant. The gradual suppression due possibly
to flow stratification of the latter leads to a temporary reduction of
the local heat transfer coefficients. Later, they will increase until
finally merging into a single line with increasing vapor quality, in
annular flow regime where is also termed forced convection va-
porization region. The map also indicates the influence of stratifi-
cation at low flow rates~i.e., G<166 Kg/m2 s! in the present
smooth tubes. The visual observation~not shown here!of the flow
through the sight glass indicated that for mass velocities less than
166 Kg/m2 s, the flow was predominantly stratified, but as the
mass velocity increased the flow became annular. The 166
Kg/m2 s mass velocity represents the transition value from
stratified-wavy flow to annular for the smooth tube, such situation
also happens for tubes with inserts except for the vapor quality
and mass flux at the demarcation point~e.g., x050.5 for the
smooth tube;x0,0.5 for inserted tubes!. A smallerG for transi-
tion is expected for tubes with inserts. Like Hsieh et al.@5# for
R-134a, the effect of tubes with inserts on heat transfer coeffi-
cients shows that an increase in mass velocity increases the heat
transfer coefficients for all the qualities with R-600a. Moreover,
for tubes with inserts and perforated holes, an increase in the
quality increases the heat transfer coefficients for all the mass
velocities under study. This is because the flow in the tubes with
inserts was in forced convective boiling with reduced flow area
and decreased hydraulic diameter in which the heat transfer coef-
ficients would increase as the mass velocity increases.

Fig. 2 Flow pattern map for test tubes

Fig. 3 Local heat transfer enhancement factor for tubes with
inserts at qÄ9.1 kWÕm2 and qÄ31.2 kWÕm2
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Of special interest for studies of heat transfer augmentation is
the question of how much the heat transfer coefficient in tubes
with inserts is increased relative to an equivalent smooth tube at
the same condition for the present study. Local enhancement fac-
tors ~he /hs ; the subscripte and s stand for the enhanced and
smooth surface, respectively! were calculated by forming a ratio
of experimentally measured heat transfer coefficients for the tubes
with inserts and a smooth tube of the same heat transfer area. As
shown in Fig. 3~a!, the distribution enhancement of factors atq
59.1 kW/m2 and G583 Kg/m2 s for four inserted tubes~four
curves!show a common trend. For instance, it shows a steady
increase starting fromx>0.04 and after reaching a peak atx
>0.16, then gradually decreases to a local minimum value about
2.1 atx50.28 for the tubes with longitudinal insert. Furthermore,
among four tubes with inserts the crossed strip inserts have the
highest values compared to those corresponding values of the re-
maining three tubes with inserts followed by longitudinal strip
inserts with and without perforated holes. Moreover, the more
perforated holes it has, the higher the heat transfer rates would
be—due possibly to the forced convection mechanisms involved,
even though the heat transfer surface was reduced for a perforated
LS insert. In spite of the different values for different inserted
tubes, the common feature of these curves shown in Fig. 3~a! is
that the local peak occurs atx>0.16 for all the tubes tested. Also
included in Fig. 3~a! for comparison are the results of R-134a for
the similar study reported by Hsieh et al.@5# and Reid et al.@12#
for a twisted tape. It is seen that both the values of Hsieh et al.@5#
and Reid et al.@12# seem lower than those of the present study.
However, the tendency and trend of the curves are similar. In
contrast, as shown in Fig. 3~b! the distribution of the local en-
hancement factor exhibits a different trend. The discrepancy due

to different tubes in (he /hs) values does not seem large. The
average value is about 2. Due to the inlet temperature below am-
bient in this study, the end losses may affect the localh at the ends
of the tubes which result in the small minimum in the axial dis-
tribution of Figs. 3~a! and~b!. In every case, higher measured heat
transfer was found when compared with R-134a. This most likely
occurs because of the larger wettability on surface and latent heat
of R-600a.

Figure 4 shows pressure drop per unit length along a down-
stream distance versus vapor quality for adiabatic and heated con-
ditions for two mass velocities and five different tubes with/
without inserts. Figure 4~a! shows the results for the adiabatic
condition. The pressure drop significantly increases with both the
vapor quality and mass velocity as expected. For instance, the rate
of increase by a factor of 2.5 and 1.5, respectively, for pressure
drop in the tubes with cross-strip inserts at low~583 Kg/m2 s! and
high ~5166 Kg/m2 s! mass velocities seems different due to the
different slopes of the curves shown in Fig. 4~a!. It is also seen
that the pressure drop of the tubes with inserts is somewhat higher
than that of the smooth tube for both mass velocities. In fact, such
difference strongly depends on the local vapor quality and mass
velocities. For instance, the pressure drop in tubes with longitudi-
nal strip inserts may be up to 100 percent higher than that of
smooth tube atx50.4 for G5166 Kg/m2 s. However, the corre-
sponding increase may be only 12.5 percent forG583 Kg/m2 s. It
is known that the total pressure gradient for a heated condition
consists of two terms. One isDPf ; and one isDPa which result
in the total pressure drop for a heated condition a little bit higher
than that corresponding value of the adiabatic condition due to an
additional term ofDPa . Figure 4~b!actually exhibits such results.
Except for the magnitude ofdP/dz, the remaining behavior
shown looks similar to that for the adiabatic condition. Figure 5
indicates the presentf calculated for five tubes under study. It is
found that thef seems independent of the quality. Among the
tubes tested, the cross-strip insert has the largestf (>0.018) fol-
lowed by the perforated strip and longitudinal strip insert; while
the smooth tube is the smallest (f >0.0078).
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Augmentation of Thin Falling-Film
Evaporation on Horizontal
Tubes Using an Applied Electric Field
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Heat transfer enhancement of falling-film evaporation on com-
mercially available horizontal tubes using an applied electric field
was studied experimentally. The tube surfaces tested included:
smooth, 19 fins per inch (19 fpi) low-fin type, and Turbo BIII
which is a state-of-the-art commercially available boiling tube.
The nominal outside diameters of all the tubes were 19 mm. Ex-
periments were performed with R-134a at a saturation pressure of
550 kPa. Effects of heat flux, film flow rate, applied electric field
potential, and heat transfer surface on the heat transfer coefficient
were investigated. In addition, the effect of Poloyl-ester oil on the
heat transfer coefficients was also investigated. Experiments were
conducted for oil concentrations ranging from 0.5 percent to 5
percent on a mass basis. Small concentrations of a poloyl-ester
lubricant were found to improve the heat transfer performance,
while large concentrations reduced the heat transfer coefficient.
@S0022-1481~00!00702-7#

Keywords: Augmentation, Electric Fields, Enhancement, Evapo-
ration, Film, Heat Transfer, Thin Films

Introduction
Horizontal tube evaporators in which a falling film flows over

the tubes are used in the chemical processing, refrigeration/HVAC

systems, the food industry, and Ocean Thermal Energy Conver-
sion systems~OTEC!. From the heat transfer point of view, higher
heat transfer rates and a smaller temperature driving force are the
main advantages of this process. In addition, much smaller liquid
inventory charge and elimination of hydrostatic head are among
the other industrial benefits. In spite of these advantages, rela-
tively little information is available in the literature on the heat
transfer characteristics and predictive models for falling film
evaporation processes. Most previous work on falling-film heat
transfer has been conducted with water and ammonia, due to their
greater potential for practical applications in chemical processing
and absorption systems. In the past few years, however, new al-
ternate refrigerants such as R-123 and R-134a have attracted more
attention from the research community. Even though this work
emphasizes the effect of electric field, the results of previous stud-
ies are important in understanding fundamental phenomena.

An extensive literature review on falling film evaporation is
given in Group and Schlunder@1#, Chyu and Bergles@2#, Palen
et al. @3#, and Parken et al.@4#. Nakayama et al.@5# performed
experiments with falling film evaporation of R-11 on vertical
plates. Smooth, vertically grooved, horizontally grooved, and po-
rous surfaces were investigated in this study. They found that the
porous plate resulted in higher heat transfer coefficients compared
to other surfaces tested. For the porous plate, the heat transfer
coefficient was found to be independent of flow rate and weakly
dependent on heat flux. Heat transfer coefficient with the verti-
cally grooved plate, however, was dependent on both flow rate
and heat flux.

Moeykens and Pate@6# conducted single tube tests with R-134a
on a smooth tube. It was reported that the falling film coefficients
were 10 percent to 20 percent higher than those of pool boiling.
Moeykens and Pate@7# and Moeykens et al.@8# also investigated
the heat transfer performance of R-134a on a tube bundle. It was
noted in this study that a low-finned tube bundle yielded film heat
transfer coefficients up to 20 percent higher than those obtained
with pool boiling.

The only previous work to address the effect of oil on falling
film evaporation is that of Moeykens et al.@9#. They conducted
single-tube experiments with R-134a on seven commercially
available tubes. The oil concentration was varied from zero to five
percent. Various tubes responded differently to the oil concentra-
tion, but it was shown that in most cases heat transfer performance
continued to increase through three percent. Further increase in oil
concentration degraded heat transfer performance.

The electrohydrodynamic enhancement of heat transfer refers
to the coupling of an electric field with the fluid field in a dielec-
tric fluid medium. The net effect is production of electrically in-
duced secondary motions that destabilize the thermal boundary
layer near the heat transfer surface, leading to heat transfer coef-
ficients that are often an order of magnitude higher than those
achievable by the conventional enhancement techniques. When a
dielectric fluid of electric permittivity«, mass densityr, and tem-
peratureT is subjected to applied electric fieldE, the electric body
force can be expressed as~@10#!

f5 rcE2
1

2
E2¹«1

1

2
¹FE2rS ]«

]r D
T
G (1)

whererc is the electric field charge density. The first term on the
right side of the above equation is theelectrophoreticforce that
results from the net free charges within the fluid. This term is
usually responsible for the generation of electrically induced sec-
ondary motions and the resulting enhancement mechanism in
single-phase flows. The second term, called thedielectrophoretic
force, is associated with the spatial change in the electrical per-
mittivity within the dielectric. The last term, called theelectro-
striction force, represents the force produced by inhomogeneity of
the electric field. This force refers to the tendency of the dielectric
to increase its linear dimensions in the direction of the electric
field.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 28,
1999; revision received December 2, 1999. Associate Technical Editor: J. Han.

Copyright © 2000 by ASMEJournal of Heat Transfer MAY 2000, Vol. 122 Õ 391

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The effect of electrohydrodynamics on heat transfer has been
under investigation for the past three decades. Previous work has
involved studies for single-phase processes as well as phase-
change processes involving boiling, condensation, melting, and
freezing. However, due to their greater potential for practical ap-
plications, boiling and condensation have attracted more attention
from industrial and academic researchers.

Although a significant amount of work has gone into investi-
gating the heat transfer performance of conventional falling film
evaporators, very little information is available on the
electrohydrodynamic-assisted falling film evaporation. Yamashita
and Yabe@11# conducted experiments with falling film evapora-
tion of R-123 on vertical smooth tubes. The experiments were
carried out on two vertical smooth stainless steel tubes 25.4 mm
O.D. and 2 m long, and five different electrodes were tested. Their
results showed up to six times enhancement with a punched elec-
trode geometry.

Darabi et al.@12# investigated the heat transfer enhancement of
R-123 and R-134a on vertical tubes utilizing electric fields. It was
shown that the heat transfer performance for smooth, low-finned
and mechanically re-entrant enhanced tubes increased substan-
tially under the influence of electric fields.

Electrohydrodynamic-enhanced falling film and spray evapora-
tion results of R-134a on a vertical plate were reported by Darabi
et al. @13#. The effects of various parameters such as heat flux,
refrigerant mass flow rate, electrode gap, and applied voltage were
investigated. It was found that in the presence of an applied elec-
tric field, the maximum enhancement in the heat transfer coeffi-
cient for both falling film and spray evaporation modes was more
or less the same. A maximum enhancement of fourfold in the heat
transfer coefficient was obtained.

This paper focuses on characterizing the phenomena and iden-
tifying the feasibility of the electrohydrodynamic technique for
horizontal falling film evaporators. The effects of heat flux, flow
rate, applied voltage, and Poloyl-ester oil are investigated.

Experimental Apparatus
The experimental facility is shown schematically in Fig. 1. The

setup includes a test chamber, a feed refrigerant loop, a water
loop, a data acquisition system, and an environmental temperature
control system.

As shown in Fig. 2, the test chamber was made of a tempered
glass cylinder with aluminum flanges covering both ends. The
entire structure was reinforced by four stainless steel rods. The
chamber was designed to sustain up to 690 kPa pressure. The
condenser was mounted horizontally on the upper flange and re-
moved the heat generated in the test chamber. A pressure trans-
ducer, safety valve, and access valve for refrigerant charging were

also mounted on the upper flange. The lower flange was the base
support for the copper coils and the test section. Access fittings for
thermocouples, electrical wiring, and a refrigerant discharge valve
were also installed on the lower flange.

The refrigerant feed loop consisted of a magnetic gear pump, a
subcooler, a copper coil, and a liquid distributor. The refrigerant
was passed through a subcooler to prevent vapor from entering the
pump. The subcooler was a tube-in-tube heat exchanger where
liquid refrigerant flowed in the tube side and chilled water in the
shell side. When the refrigerant leaves the pump, its temperature
could be slightly lower than the saturation temperature. To elimi-
nate the subcooling problem, the refrigerant was passed through a
copper coil, which was submerged in a pool of liquid refrigerant.
The liquid refrigerant was then passed through the liquid distribu-
tor and flowed downward on the tube surface.

The water loop included a chiller, a pump, a stepper motor, and
a flowmeter. This loop provided chilled water to the condenser
and removed the heat generated by the test section. The water
exited the chiller at the desired temperature and was pumped
through the flowmeter and into the condenser. The water then
exited the condenser and flowed back to the chiller unit. The

Fig. 1 Schematic of the experimental setup

Fig. 2 Schematic diagram of the test chamber

Fig. 3 Schematic diagram of the test section
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pressure of the test chamber was controlled by adjusting the tem-
perature and flow rate of the water passing through the condenser.

To minimize heat losses to the surroundings, both the test
chamber and the feed refrigerant loop were placed inside a tem-
perature controlled chamber. The temperature of the chamber was
controlled by a computer and was kept close to the saturation
temperature at which the experiments were run. The control units
were integrated with a computer for precise monitoring and
control.

Three test sections were fabricated: a smooth tube, a Turbo BIII
tube, and a 19-fpi tube. Each test section had an outside diameter
of 19 mm (3/4 in.) and a length of 63.5 mm (2.5 in.). An electri-
cal cartridge heater with an outside diameter of 6.35 mm (1/4 in.)
and a heating length of 50.8 mm (2 in.) was used to provide
heating energy to the test section. The cartridge heater was put
inside a copper sleeve. The clearance between the tube and sleeve
was filled with solder to provide a more uniform conduction heat
transfer interface. In order to achieve wall temperature measure-
ments, four thermocouple grooves of 1-mm width, 0.6-mm depth,
and 90 deg apart from each other, were made on the outer surface
of the sleeve. The thermocouple wires were mounted on the inside
wall of the test section, and placed circumferentially 90 deg apart.
The schematic diagram of the test section is shown in Fig. 3. Feed
refrigerant was distributed by a 11-fpi copper tube with nine small

holes 6 mm apart from each other. To ensure a well-distributed
refrigerant flow rate over the tube, the distributor was carefully
aligned with the tube. The distributor was fixed in place with a
stainless steel strip support. To prevent additional liquid supply
from the condenser to the test section, a shroud was placed on the
top of the distributor. The shroud was made of a half-inch Teflon
tube and was sliced longitudinally. Detailed specifications of the
heat transfer surface/electrodes are listed in Table 1.

Figure 4 shows the schematic diagram of electrodes. The IWF
electrode was made of nickel-chromium wire with a diameter of
0.24 mm, and wrapped with an insulation material made from
nylon strand with a diameter of 0.4 mm to elevate the electrode
wire off of the tube surface. The pitch of the insulator was such
that a significant portion of the electrode was exposed. The 19-fpi
test-section tube with the nominal outside diameter of 19 mm and
length of 63.5 mm was then wrapped with the IWF electrode. The
electrode was wound into the root region of the tube fins. This
design requires much lower applied voltage for a given electric
field strength. The mesh electrodes were made of thin brass wire
in the form of wire mesh. The actual openings between the paral-
lel wires ~mesh opening sizes!were 0.9, 1.5, and 5.2 mm, respec-
tively. The gaps between the enhanced tube and the electrodes
were 1, 3, and 3.4 mm. The only differences between the three
configurations were mesh opening size and wire diameter. Posi-
tive polarity was applied to all the electrodes. Performance, cost,
and ease of manufacturing and implementation were the main
criteria in selecting these electrode configurations. The IWF elec-
trode requires a lower applied voltage for a given electric field
strength, leads to a more compact tube/electrode geometry, and is
much easier to implement. However, the performance may not be
as good as that of a mesh electrode. The mesh electrode, on the
other hand, has a better performance than the IWF electrode, but it
is bulky and may increase the size of tube-electrode
configurations.

Experimental Procedure
A typical experimental run began by switching on the chiller

pump. After several minutes, the pressure of the test chamber was
brought within a predetermined margin, and the feed refrigerant
pump was switched on. Next, power to the cartridge heater was
controlled with a variac and was fixed at a predetermined value.
The DC high-voltage power supply was then turned on and ad-
justed to the predetermined voltage level. The pressure of the test
chamber was controlled by adjusting the flow rate and tempera-
ture of the chilled water. Preliminary adjustments were made until
the pressure of the chamber stabilized within 2 kPa of the prede-
termined value. From then on, the computer-assisted pressure con-
trol system took over control of the chamber pressure by adjusting
the water flow rate. Usually it took about three to four hours for
the system to reach steady-state condition, where the fluctuation
of saturation pressure, temperature, and electrohydrodynamic cur-
rent were less than one percent of the reading. Once steady-state
conditions were achieved, the wall temperatures at four different
locations, the saturation vapor and liquid temperatures at three
different locations, and the electrohydrodynamic current were re-
corded. The applied electrohydrodynamic voltage was then set to
the next level to be tested and the above procedure was repeated.
In general, eight to ten data points were taken in a given experi-
mental run.

Data Reduction
The equations involved in reducing the experimental data to the

parameters of interest such as flow rate, heat flux, average heat
transfer coefficient, enhancement factor, and electrohydrodynamic
power consumption are discussed in the following.

The input power to the heater was calculated from the measured
voltageV and currentI:

Q5VI. (2)Fig. 4 Schematic diagram of the electrodes

Table 1 Specifications of the heat transfer surface Õelectrode
configurations

Heat Transfer Surface Electrode

Smooth tube Mesh electrode
Diameter519 mm Gap51 mm
length563.5 mm Opening size50.9 mm

Wire diameter50.4 mm

Smooth tube Mesh electrode
Diameter519 mm Gap53 mm
length563.5 mm Opening size51.5 mm

Wire diameter50.58 mm

Turbo BIII tube Mesh electrode
Diameter519 mm Gap53 mm
length563.5 mm Opening size51.5 mm

Wire diameter50.58 mm

Turbo BIII tube Mesh electrode
Diameter519 mm Gap53.4 mm
length563.5 mm Opening size55.2 mm

Wire diameter50.9 mm

19 fpi tube IWF electrode
Diameter519 mm Wire diameter50.24 mm
length563.5 mm Nylon strand diameter50.4 mm
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The average heat flux was calculated using the heat transfer sur-
face and the input power to the cartridge heater

q95
Q

A
5

Q

pDoL
(3)

whereA, L, andDo are the surface area, length, and the nominal
outside diameter of the tube, respectively.

The average heat transfer coefficienth was found from

h5
q9

Tw2Tsat
(4)

whereTw andTsat are the mean wall and saturation temperatures,
respectively. The wall temperature was taken as the average of the
four thermocouple readings on the wall. The outer wall surface
temperatures were then obtained from the inner wall temperature
measurements assuming one-dimensional conduction through the
tube wall,

Two5Twi2
Q ln~r o /r i !

2pLk
. (5)

The saturation temperature was calculated as the mean of three
thermocouple readings for saturation temperature. The average
refrigerant flow rate per unit length was calculated as

G5
ṁ

L
(6)

whereG, ṁ, andL are refrigerant flow rate per unit length, refrig-
erant flow rate, and length of the test section, respectively.

A heat transfer enhancement factorh was defined to quantify
the effectiveness of the electrohydrodynamic-assisted falling film
evaporation process as compared to the conventional falling film
evaporation,

h5
h

h0
. (7)

In this equationh is the average heat transfer coefficient for elec-
trohydrodynamic assisted falling film evaporation, andh0 repre-
sents the average heat transfer coefficient in the absence of the
electrohydrodynamic effect.

The electrohydrodynamic power consumption for the heat
transfer process was determined from the applied voltagefEHD
and the associated electrical currentI EHD :

QEHD5fI EHD . (8)

Finally, the electrohydrodynamic power consumption ratioa was
defined as

a5
QEHD

Q
3100 (9)

which quantifies the ratio of electrical power consumption by the
electrodes over the total power input to the test section tube.

Uncertainty Analysis
The directly measured quantities included pressure, tempera-

ture, mass flow rate, applied voltage, and current. The heater volt-
meter and ammeter had accuracies of 0.7 percent and 0.1 percent

of the reading, respectively. All thermocouples were calibrated
with an accuracy of60.1°C. The accuracy of the pressure trans-
ducer was60.11 percent of the reading. The applied electrohy-
drodynamic voltage and current had an accuracy of60.1 percent
of the reading. The uncertainties were calculated using the propa-
gation of error suggested by Kline and McClintock@14# and Mof-
fat @15#. The uncertainty in the heat transfer coefficient results
from the uncertainties in total power to the heater and wall super-
heat. The uncertainty in the total power to the heater arises from
the uncertainty in measured voltage and current across the heater,
which was estimated to be 1.22 percent. The uncertainty in tem-
perature, however, was the main cause of uncertainties in heat
transfer coefficients. For example, at low heat fluxes where the
wall superheat was as low as 0.5°C, the uncertainty in heat trans-
fer coefficients due to temperature alone can be as high as 20
percent. The maximum uncertainty was at the lowest heat flux
where the temperature difference was small, and the minimum
uncertainty was at the highest heat flux. The uncertainties of heat
flux and heat transfer coefficients are listed in Table 2.

Results and Discussion
Experiments were performed with R-134a at a saturation pres-

sure of 550 kPa. The measuredTsat andPsat were compared with
REFPROP 6, and found to be fairly consistent. The difference
between the measured temperature and the saturated temperature
corresponding to the measured pressure was found to be less than
0.15°C, which lies within the uncertainty in temperature measure-
ments. The heat flux was calculated based on the nominal outside
diameter of the tubes. The results of the experiments are discussed
in the following.

Visual inspection revealed three common flow patterns as the
liquid dripped between the distributor and the test section. At low
flow rates, the liquid initially dripped as columns and broke into
droplets as it fell down. This flow pattern was not uniform in the
axial direction of the tube and the size of droplets was different
from time to time. As flow rate increased, the droplets joined
together and formed a continuous vertical column that bridged
between the distributor and the test section. Similar to the droplet
pattern, the dripping positions moved constantly right and left
along the axial direction, leading to a nonuniform film distribution
at any given instance. However, on a time-average basis, it is
reasonable to assume a uniform film forms on the tube surface. At
high flow rates the vertical columns also joined together in the
axial direction and formed a sheet flow pattern. The dripping po-
sitions remained more or less the same for the sheet pattern.

In electrohydrodynamic-assisted falling film evaporation, an
electric field can be utilized to extract liquid from the heat transfer
surface, forming a thin and well-distributed liquid film layer on
the surface. When the electric field is applied to a liquid, the liquid
experiences electrical stress. This stress depends on the dielectric
constant, spatial variations in the electric field, and the distribution
of the free charges in the liquid. The effect of dielectric constant is
more pronounced in the liquid-vapor interface, due to a significant
difference between the liquid and vapor dielectric constants. In the
case of falling-film evaporation, the electric field may be used to
decrease the thermal resistance by thinning the film. Normal
stresses at the interface extract the falling film from the surface,
leading to a concentrated film over a small region of the heat
transfer surface, reducing the film thickness over the remaining
surface. As a result, heat is removed more effectively by the
evaporation process from the thin film~@12–13#!. For falling film
evaporation process, the objective is to keep a very thin film of
liquid close to the heat transfer surface. The enhancement mecha-
nism is mainly governed by the Maxwell instability at the liquid-
vapor interface, which creates the liquid extraction phenomenon
and the electroconvection in the liquid. The liquid extraction phe-
nomenon depends on the Maxwell stress and leads to a thin film at
the heat transfer surface. Both uniform and nonuniform electric
fields can be utilized to enhance falling film evaporation heat

Table 2 Results of the uncertainty analysis

Tube
Uncertainty

in q9

Uncertainty
in h at

q9510 kW/m2

Uncertainty
in h at

q9530 kW/m2

Smooth tube 61.22 percent 614.98 percent 62.50 percent
Turbo BIII 61.22 percent 628.89 percent 66.29 percent
19 fpi tube 61.22 percent 610.55 percent 64.57 percent
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transfer. Spraying of small liquid droplets by electrostatic atomi-
zation and surface perturbation and waviness are other effects of
electric fields on enhancement of falling film evaporation.

Experimental results with R-134a on a smooth tube in the ab-
sence of electrohydrodynamic were compared with the open lit-

erature data. Our results agree well with those of the open litera-
ture. The comparison verified our setup and test methodologies.
Figure 5 shows a satisfactory comparison of the data in the ab-
sence of electrohydrodynamics.

Selected results showing the effect of heat flux on heat transfer
coefficients are given in Figs. 6 and 7. These data were taken with
R-134a on smooth tube and mesh electrodes. Results indicate that
in the absence of the electric field or when the field is not strong
~,3 MV/m!, the heat transfer coefficient increases with an in-
crease in heat flux. However, beyond a certain applied voltage, it
tends to decrease as the heat flux increases. This can be attributed
to the fact that in the absence of an electric field, or when the field
is not strong, the thickness of the film covering the surface de-
creases with an increase in heat flux due to higher evaporation
rate, leading to a higher heat transfer coefficient. However, further
increase in applied potential will extract too much liquid from the
heat transfer surface, causing dryout to occur at some parts of the
surface at high heat fluxes. Visual observation during the experi-
ments verified this postulate. It is clear that both the electric field
intensity and the degree of liquid extraction are dominated by
applied potential. A higher potential allows a higher degree of
liquid extraction, leading to a thinner liquid film on the heat trans-
fer surface, and higher heat transfer coefficients. On the other
hand when the film is too thin, dryout may occur at some parts of
the surface at high heat fluxes, leading to lower heat transfer co-
efficients. Maximum enhancement in the heat transfer coefficient
was 280 percent at a heat flux of 10 kW/m2 and a flow rate of
0.055 kg/m.s. As shown in Figs. 6 and 7, experiments with the
smaller mesh opening size electrode showed lower heat transfer
performance. One possible cause for a lower heat transfer coeffi-
cient with smaller mesh opening sizes could be that the film ini-

Fig. 5 Comparison of the nonelectrohydrodynamic results
with the open literature

Fig. 6 h versus applied voltage on a smooth tube and mesh
electrode I

Fig. 7 h versus applied voltage on a smooth tube and mesh
electrode II

Fig. 8 Effect of mesh opening size on film distribution

Fig. 9 h versus applied voltage at various heat fluxes with
Turbo BIII tube
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tially falls down on the electrode surface. As a result, the upper
half of the tube may not be completely covered with liquid. As
shown in Fig. 8, the smaller mesh electrode creates a strong elec-
tric field ~E! at the electrode intake, where it lifts more liquid from
the surface and attracts it to the electrode grid. Less flow rate of
refrigerant reaches the heat transfer surface, and consequently the
heat transfer coefficient is lower.

Figure 9 depicts variations of heat transfer coefficients for the
turbo BIII tube at various heat fluxes. When compared to the
results obtained with the smooth tube, where the heat transfer
coefficients increase with applied voltage, here the heat transfer
coefficient initially increases with applied voltage, reaches a
maximum, and then decreases with further increase in applied
voltage. It is believed that this behavior is due to the enhanced
surface structure of the Turbo BIII tube. Turbo BIII is a mechani-
cally formed re-entrant cavity boiling tube. The cavity structure of
this tube is such that it keeps the bubbles sufficiently long in the
cavity before their release. The application of the electric field
tends to help to this mechanism up to a certain applied voltage.
However, as the applied voltage exceeds an optimum, the bubbles
are trapped in the cavities due to the electrohydrodynamic force.
As a result, the additional force from the electrohydrodynamic
effect pushes the bubbles towards the boiling surface, leading to a
reduced evaporation rate and a sharp drop in heat transfer coeffi-
cients. Results also indicate that for a given applied potential, the

heat transfer coefficient decreases as the heat flux increases due to
the formation of dry out zones at high heat fluxes. The effect of
flow rate on heat transfer coefficient at a heat flux of 10 kW/m2 is
shown in Fig. 10. The heat transfer coefficient initially increases
up to a certain flow rate and then decreases. This indicates that for
a given heat flux, there is an optimum film flow rate at which the
heat transfer coefficient is maximum. A maximum enhancement
of 90 percent in the heat transfer coefficient was obtained with
this tube and took place at a heat flux of 10 kW/m2 and a flow rate
of 0.055 kg/m.s. The maximum electrohydrodynamic power con-
sumption was less than 0.15 percent.

Figure 11 demonstrates the heat transfer results on a 19-fpi tube
and an IWF electrode. The magnitude of enhancement is about
equal at all three heat flux levels~25–30 percent!. The rather
low-enhancement magnitudes can be attributed to the nonuniform
liquid distribution. Visual inspection showed that the presence of
fins prevented a flow of fresh liquid to the heat transfer surface
between two adjacent falling jets. However, as shown in Fig. 4,
the electric field between the fin and the electrode can provide
some suction of the liquid from the lower half of the tube to the
neighboring fins, resulting in a partial film distribution. The effect
of flow rate on the heat transfer coefficient is shown in Fig. 12.
For the range of parameters tested, the heat transfer coefficient
increases with increasing flow rate. For the current experiments
maximum enhancement of 30 percent to 60 percent was found

Fig. 10 h versus applied voltage at various flow rates with
Turbo BIII tube

Fig. 11 h versus applied voltage at various heat fluxes with 19
fpi tube

Fig. 12 h versus applied voltage at various flow rates with 19
fpi tube

Fig. 13 h versus heat flux at oil concentration of one percent
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with this tube/electrode geometry, depending on heat flux and
flow rate. The electrohydrodynamic power consumption ratio~a!
for the worst case was less than 0.25 percent.

Experiments were also performed to study the effect of poloyl-
ester oil on the heat transfer coefficient in the presence of the

electric fields. Four different concentrations of 0.5 percent, 1 per-
cent, 2.5 percent, and 5 percent by mass fraction of the total
mixture were investigated. Selected results depicting the effects of
oil concentration as a function of heat flux are shown in Figs.
13–15. For all heat fluxes tested, as oil concentration increased
from one to five percent, the heat transfer coefficient decreased.
However, the heat transfer coefficient in the presence of oil was
notably higher than that of pure R-134a for the range of oil con-
centrations studied. This applied to both the base case~0 kV! and
when the field is applied. Up to 60 percent enhancement in the
heat transfer coefficient was obtained at a heat flux of 10 kW/m2

and an oil concentration of one percent. As seen in Figs. 16 and
17, unlike the pure refrigerant, where an increase in the applied
voltage yielded an optimum point, the heat transfer coefficient in
the presence of oil continued to rise with an increase in the ap-
plied potential.

It is likely that an improvement in the heat transfer coefficient
is due to an increase in viscosity, surface tension, as well as elec-
trical conductivity of the fluid, which serves to prevent the break-
down of the thin film over the heat transfer surface. A similar
effect was observed during experiments with R-123~@12#!, which

Fig. 14 h versus flux at oil concentration 2.5 percent

Fig. 15 h versus heat flux at oil concentration five percent

Fig. 16 h versus applied voltage at various oil concentration

Fig. 17 h versus applied voltage at various oil concentration

Fig. 18 Electrohydrodynamic power consumption at oil con-
centration of one percent
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has a higher viscosity and surface tension than R-134. The effect
of viscosity on the film breakdown was investigated by Bohn and
Davis @16#. It was found that for a given heat flux, higher viscosi-
ties decrease the film breakdown. Increased viscosity yields better
surface wettability and thus a lesser potential for film breakdown
and surface dryout. After an optimum oil concentration~one per-
cent in this case!is reached, a further increase in oil concentration
tends to degrade the heat transfer performance. This may be due
to deactivation of some of the internal cavities. For high oil con-
centrations, it is believed that residual oil accumulates in the cavi-
ties as the more volatile component of the oil/refrigerant mixture
~the refrigerant in this case! evaporates. Thus, some of the cavities
may become filled with oil. This would result in the blockage of
fresh liquid to the cavities and the eventual degradation of the heat
transfer coefficient.

Selected electrohydrodynamic power consumption data are de-
picted in Fig. 18, where the presence of oil caused considerably
higher power consumption compared to the pure refrigerant case.
The presence of the oil contributed to a higher electrical conduc-
tivity for the refrigerant/oil mixture. This leads to increased power
consumption compared to the pure refrigerant~i.e., 0.15 percent at
a heat flux of 10 kW/m2!.

Conclusions
Electrohydrodynamic-assisted falling film evaporation of

R-134a on three horizontal tubes was examined experimentally.
The results show that heat transfer performance can be signifi-
cantly improved when compared to conventional technology. En-
hancements up to 280 percent with the smooth tube, 90 percent
with the Turbo Blll tube, and 60 percent with the 19-fpi tube were
obtained. The corresponding electrohydrodynamic power con-
sumption ratio in all cases was less than 0.2 percent. Experiments
using smooth tubes and mesh electrodes indicated that a smaller
mesh opening size and electrode gap at a given eclectic field
strength resulted in lower heat transfer enhancement.

The enhancement factor decreased with increasing heat flux due
to the presence of dryout zones on some parts of the heat transfer
surface at high heat fluxes. It was found that for a given set of
operating conditions, there is an optimum flow rate at which the
electrohydrodynamic is most effective. It is believed that the en-
hancement mechanism is mainly due to the Maxwell instability at
the liquid-vapor interface, electroconvection in the liquid, thin-
ning of the liquid film, and atomization of the falling liquid into
small droplets.

Small concentrations of a poloyl-ester lubricant were found to
improve the heat transfer performance for the range of parameters
tested. This applied to both the base case and when the electric
field was applied. At an oil concentration of 1 percent up to a 60
percent enhancement in the heat transfer coefficient was obtained.
However, the presence of oil resulted in higher electrohydrody-
namic power consumption in all cases.

Nomenclature

A 5 heat transfer surface area~m2!
D 5 diameter of the tube~m!
E 5 electric field~V/m!

fpi 5 fins per inch
f e 5 electric body force~N/m3!
h 5 average heat transfer coefficient~W/m2.K!
I 5 current~A!
k 5 thermal conductivity~W/m.K!
L 5 test section length~m!
ṁ 5 refrigerant flow rate~kg/s!
p 5 pressure~kPa!

q9 5 heat flux~W/m2!
Q 5 the test section heat transfer rate~W!
r 5 radius of the tube~m!

T 5 temperature~°C!
V 5 applied voltage~V!

Subscript

EHD 5 electrohydrodynamic
l 5 liquid
i 5 inside
o 5 outside

sat 5 saturation
v 5 vapor
w 5 wall

Greek

a 5 electrohydrodynamic power consumption ratio~per-
cent!

d 5 film thickness~m!
G 5 film flow rate per unit perimeter~kg/m.s!
« 5 dielectric permittivity (N/V2)
h 5 enhancement ratio (h/ho)
r 5 mass density~kg/m3!

rc 5 electric charge density~Coul/m3!
f 5 electric field potential (V)
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Control-Volume Finite Element
Analysis of Phase Change During
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A fully implicit control-volume finite element method is used to
analyze the phase change during DC casting of aluminum alloy.
The mathematical model is based on the integral form of the en-
thalpy equation. A Eulerian-Lagrangian transformation, together
with a deforming grid technique, is introduced to efficiently track
the evolution of the physical domain. The temperature distribution
predicted by the numerical model is in good agreement with that
measured in previous experiments.@S0022-1481~00!00502-8#

Keywords: Finite Element, Heat Transfer, Moving Boundaries,
Numerical Methods, Phase Change, Solidification

Introduction
The control-volume finite element method has the features of

both the traditional control-volume approach and the finite ele-
ment technique in that the numerical approximation is obtained by
the application of conservation principles on arbitrary control vol-
ume. The method has been widely used to solve problems of fluid
flow and heat transfer. Voller and Peng@1# used a control-volume
finite element method based deforming mesh technique and an
enthalpy formulation to analyze a phase-change problem. Pu@2#
and Minaie and Peng@3# applied it to study the solidification of
aluminum alloy ingots during Direct Chill casting. The objective
of this note is to provide some insights into the overall perfor-
mance of the control-volume finite element method in solutions of
alloy solidification.

In the present study, the numerical computation was performed
to simulate the direct chill casting that was experimentally inves-
tigated by Drezet and Rappaz@4#. This casting process is sche-
matically illustrated in Fig. 1. Initially, a rectangular empty mold
is filled with molten aluminum from a top inlet. Solidification
starts from the bottom block and side walls of the mold and con-
tinues toward the inside and top of the mold. When the mold is
almost filled, the bottom block starts to move downward at a
specific speed. As the ingot comes out of the mold, a water spray
from the ends of the side walls of the mold impinges on the ingot.
The casting process reaches a quasi-steady state when the ingot
reaches 1.5;2 m in length with a 0.4;0.5-m-deep liquid pool
occupying the top portion. At the quasi-steady state, with the ingot
moving down, the depth of the liquid pool reaches a constant
value while the temperature of the solid part decreases. The accu-
rate prediction of the temperature distribution is important be-
cause all thermally induced failures such as butt curl or cold
cracking are affected by temperature gradient~@5#!.

Drezet and Rappaz@4# have also conducted the numerical
analysis using the commercial finite element package ABAQUS.
Since the energy equation used in their study was derived for a
fixed physical domain, successive layers of elements had to be
added to the computational domain at each time-step to account
for the continuous growth of the ingot. The present model differs

from the model of Drezet and Rappaz in that a deforming grid
technique is adopted and the control-volume finite element
method is used instead of the finite element method.

Mathematical model
The equation for energy balance in any arbitrary moving or

deforming domain, without any internal energy generation, can be
expressed in the integral form as follows~@1#!:

d

dt EV~ t !
rHdV2E

S~ t !
S rHn j1k

]T

]xj
DdSj50 (1)

where, for brevity, Einstein summation convention is used. In Eq.
~1!, V(t) denotes the volume of the domain,S(t) its boundary
surface, anddSj the j th component of vector differential area with
the direction corresponding to normal outward vector of surface
S(t). Vj represents the relative velocity between the material and
the control volume surface,r the specific mass,k the thermal
conductivity,T the temperature, andH the enthalpy. The enthalpy
H is the sensible heat for a solid body and the sum of sensible and
latent heat for material in the liquid phase. Thus,H can be written
as ~@1#!

H5~12g!E
Tref

T

Cps~z!dz1gE
Tref

T

Cpl~z!dz1gL (2)

whereTref denotes the reference temperature,Cp the specific heat
at constant pressure,g the liquid fraction, andL the latent heat.
Subscriptss and l refer to solid phase and liquid phase, respec-
tively. Equations~1! and~2! together with an appropriate formula
for the determination of the liquid fraction, as given in a later
section, give a heat conduction model for the numerical analysis
of solidification problems.

Control-Volume Finite Element Formulation
Consider the computational domain as a union of four-node

bilinear quadrilateral finite elements with nodes distributed at the
element vertices. A control volumeI surrounding each node is
constructed by connecting midpoints of the element edges to the
central point of the element, as illustrated in Fig. 2. Temperatures,
liquid fractions, and thermophysical properties are specified at the
node.

The energy equation for control volumeI is obtained by replac-
ing V(t) and S(t) in Eq. ~1! with VI(t) and SI(t). Assuming
thermophysical properties to be constant in the single-phase zones
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HEAT TRANSFER and presented at the 1998 AIAA/ASME Joint Thermodynamics
Conference. Manuscript received by the Heat Transfer Division November 22, 1998;
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Fig. 1 Start-up stage of direct chill casting of an aluminum
ingot
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and to be linearly varying with respect to liquid fraction in the
mushy zone, we obtain the governing equation for control volume
I as

d

dt EVI ~ t !
~lgu1r lgL!dV2E

SI ~ t !
F ~lgu1r lgL!n j1kg

]u

]xj
GdSj50

(3)

where

u5T2Tref lg5~12g!rsCps1gr lCpl kg5~12g!ks1gkl .
(4)

Here,VI(t) indicates the shaded area as shown in Fig. 2 andSI(t)
the perimeter of the shaded area. The subscriptg denotes linear
interpolation of the quantity between liquid and solid phases.

Equation~3! is discretized using a fully implicit scheme. Ap-
plying a forward difference scheme to discretize the time deriva-
tive term associated with the volume integral, we obtain

d

dt EVI ~ t !
~lgu1r lgL!dV

5
~lgu1r lgL! I

nVI
n2~lgu1r lgL! I

n21VI
n21

Dt
. (5)

Note the enthalpy is assumed to be uniform over the entire control
volumeI. Superscriptsn andn– 1 represent current time-step and
previous time-step, respectively, andDt the time-step size. (* ) I
denotes that the quantity in parentheses is evaluated at the nodeI.
The integration aroundSI(t) is the sum of integration over eight
subfaces numbered from 1 to 8. The area vectorDsm over any
subfacem (m51,2,3, . . . ,8) isgiven by ~@6#!

Dsm5E
Sl

m
~ t !

dSj5Dymex2Dxmey . (6)

Dym andDxm denote the difference betweeny andx-coordinates,
respectively, of the two end points of subfacem. Both are mea-
sured in a counterclockwise sense aroundSI(t). The one-point
Gauss integration rule is used for the integration over each sub-
facem. Thus the surface integral term in Eq.~3! becomes

E
SI ~ t !

F ~lgu1r lgL!v j1kg

]u

]xj
GdSj

5 (
m51

8 F S lgvxu1kg

]u

]x D m

Dym2S lgvyu1kg

]u

]y D m

DxmGn

1 (
m51

8

@~r lgLvx!
mDym2~r lgLvy!mDxm#n. (7)

In Eq. ~7!, (* )m indicates that the quantity in parentheses is evalu-
ated at the midpoint of subfacem by interpolation. The interpola-
tion is carried out using the nodal values and bilinear shape func-
tions, as typically done in the finite element formulation~@7#!.

For control volumes involving the external boundary, the rela-
tions are the same as in Eqs.~5! and ~7!, except thatm51,2,3,4
and an externally applied heat flux is incorporated in the energy
equation to account for the energy balance over the external
boundary. The same is true for control volumes at corners, but
with m51,2.

The governing equations are discretized on a control-volume by
control-volume basis. The discretization process leads to a system
of algebraic equations which are iteratively solved by following
these steps:

1 The liquid fraction field at the current iteration is set to val-
ues from the previous iteration.

2 The system of algebraic equations is solved using the Gauss-
ian elimination method for nodal temperatures.

3 Nodal liquid fractions of the current iteration are updated
based on the temperature field obtained in Step 2.

4 As the next iteration, Steps 1 to 3 are repeated until the
relative difference between the sum of all nodal temperatures at
the current iteration and that at the previous iteration is less than a
prescribed small value.

5 The temperatures and liquid fractions of previous time-step
are updated with current values.

6 The computational mesh is deformed so as to conform to the
updated shape of the physical domain.

7 As the next time-step, Steps 1 to 6 are repeated. Thus, the
solution is advanced in time.

Solution Procedure Verification
To validate the numerical model, a one-phase Stefan problem

was analyzed~@8#!. A solid slab, which is initially at the phase-
change temperature ofTm50, is imposed a unit temperature at its
left boundary at timet50. The parameters are set asr5Cp5k
51 andL50.2. The liquid region is chosen as the computational

Fig. 2 The control volume I and its surrounding finite ele-
ments used in the control-volume finite element method

Fig. 3 Variation of the normalized errors in interface locations
of the one-dimensional Stefan problem as a function of the
number of elements
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domain with its right moving boundary aligning with the interface
location whereT50 and g50.5. Calculations were carried out
using 5, 10, 20, and 40 uniformly deforming elements and a time-
step ofDt50.001. Figure 3 shows the normalized error in inter-
face locations up tot50.1 as a function of the number of ele-
ments. It is obvious that the numerical error is largely reduced
when the number of elements increases. Figure 4 compares the
predicted interface locations with the exact solutions. Excellent
agreements can be observed.

Numerical Results and Discussion
The prediction of the temperature distribution during direct

chill casting of an AA1201 aluminum alloy ingot is explained in
this section. A two-dimensional heat conduction model is as-
sumed in the present study. As shown in Fig. 1, the symmetry of

the ingot allows consideration of only the right half of the~xy!-
plane. The computational domain, initially 0.25530.06 m in size,
evolves to 0.25532 m by the end of the casting process, at a
specific casting speed of 0.06 m/min.

The boundary conditions are as follows. Along the symmetry
axis y, the zero flux condition,]T/]x50, is applied. At the top
liquid surface, temperature is specified asTin5943 K, the melt
temperature. The distribution of heat flux,q̇9(y), for y<0.5mon
the lateral surface is as given in Fig. 5. In the region wherey
.0.5m, heat flux is assumed to be constant with a value equal to
that aty50.5m. At the convective boundary between the ingot
and the bottom block, the heat transfer coefficienth
52000 W/m2

•K. The temperature on the surface of the bottom
block, Tf , is set to 373 K.

The thermophysical properties used in the numerical computa-
tion are as follows:Tl5931 K, Ts5903 K, L53.583105 J/kg,

Fig. 4 Time evolution of the interface location corresponding
to the one-dimensional Stefan problem

Fig. 5 Distribution of heat flux on the lateral surface of the
ingot „†4‡, Fig. 4 …

Fig. 6 Evolution of temperature „K… contours during the downward move-
ment of the growing ingot
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r l5rs52650 kg/m3, Cpl51086 J/kg•K, Cps5905 J/kg•K, kl
5150 W/m•K ~enhanced by two-thirds ofkl to account for the
effect of flow in the melt!, andks5227 W/m•K. The solidus tem-
perature is used as the reference temperature. The liquid fraction
is given asg5max(0,min(1,(T2Ts)/(Tl2Ts))). Initial condi-
tions correspond toT05943 K andg51 at all nodes.

To find an appropriate time-step and mesh size, a sensitivity
analysis was first performed using 20340, 203100, 40360, and
40380 uniform elements withDt55 s, 10 s, 15 s, and 30 s,
respectively. The simulation was terminated att52000 s. The
temperature distribution along the symmetry axis was used for
comparison. The calculated results show that refining the mesh in
the x-direction improves the accuracy more efficiently than by
refining in they-direction. Thus, 40360 elements with a time-step
of five seconds were used. The element size in thex-direction is
kept constant, while that in they-direction is updated at each
time-step by dividing the total cast length by the number of
elements.

From the instantaneous isothermal contours in the ingot shown
in Figs. 6~a! to 6~d!, one can observe the development of the
solidification pattern from initial stage to the final quasi-steady
state. Figure 6~a!shows that at the beginning of the casting pro-
cess, the liquid pool occupies more volume than the solidifying
shell. This is because only a small portion of the lateral surface of
the ingot is exposed to the cooling water, and the amount of heat
extracted by the water flow is not enough to balance the heat
transported by the incoming liquid metal. Figures 6~b! and 6~c!
illustrate that as the ingot continuously moves, the region exposed
to the cooling water increases and thereby solidifies more liquid.
From Figs. 6~c!and 6~d!, it is apparent that the depth of the liquid
pool no longer changes with time aftert'900 s, implying that the
casting process has reached its quasi-steady state. Under quasi-

steady state, the variation of temperatures on a great portion of the
ingot is stationary with respect to the top liquid surface although
the temperature is slowly varying with time in the region near the
bottom block. At this stage, heat input from the top inlet is equal
to the heat removed from the system, and the volume of the liquid
pool is constant. The growth of the ingot thus corresponds to the
growth of the solidifying shell.

The calculated temperature distributions under quasi-steady
state at positions of 0.006 m, 0.079 m, 0.115 m, 0.192 m, and
0.232 m from the symmetry axis of the ingot are plotted as func-
tions of the distance from the top liquid surface of the ingot in Fig.
7. The experimental measurements given by Drezet and Rappaz
@4# are also plotted for comparison. We find that the numerical
results obtained using control-volume finite element method agree
quite well with measurements. The small difference could be due
to the assumptions in the model, as previously mentioned, such as
piecewise constant thermophysical properties and the omission of
the air gap between the ingot and the bottom block.

Conclusion
The control-volume finite element method has been applied to

the solidification during direct chill casting. Good agreement
found between numerical results and experimental data demon-
strates that the control-volume finite element method together
with the enthalpy formulation and a Eulerian-Lagrangian transfor-
mation, is a robust and efficient tool for analyzing phase change
during direct chill casting.
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Fig. 7 Computed results „solid lines … and measurements
„circles; †4‡, Fig. 3 … of temperature distributions along the cast-
ing direction at five particular positions measured from the
symmetry axis of the ingot under quasi-steady state
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Discussion: ‘‘Thermal Contact
Resistance of Silicone Rubber to AISI
304 Contacts’’ †ASME J. Heat
Transfer, 121, pp. 700–702 „1999…‡1

C. V. Madhusudana
School of Mechanical and Manufacturing Engineering,
The University of New South Wales, Sydney
2052, Australia

The authors are to be complimented on this interesting and
informative paper. I have, however, the following comments.

1 Elastomers are time sensitive and continue to deform under
load ~room temperature creep!. Because of this, the contact resis-

tance may be expected to vary with time. Were any attempts made
to investigate the time-dependence of the resistance?

2 The Results and Discussion section of the paper appears to
indicate that the conductivity,kr , of the silicone rubber is accu-
rately known. The bulk resistance,Rb , then equals (t/kr), where
t is the thickness of the rubber. How does this compare with the
measured value ofRb?

3 In Tables 1 and 2, the mean asperity slopes are expressed in
terms of@mm/m#. This means that the slopes for the metal surfaces
range from 0.14331026 to 0.42731026. These values seem to be
extremely small. Our experience with similar metallic surfaces
indicates that the slopes are of the order of 0.2. I believe, there-
fore, that the slopes should have been expressed in terms of@mm/
mm# and not@mm/m#.

4 In the second to last paragraph of the paper it is said that:
‘‘At the lower interface the heat flow is from metal to elas-
tomer . . . ’’. This is incorrect. The heat flow is from elastomer to
metal at the lower interface.~At the upperinterface, the heat flow
is from metal to elastomer, as correctly stated in the paper.!

I would appreciate the authors’ response to the above remarks.

Closure to ‘‘Discussion of ‘Thermal
Contact Resistance of Silicone
Rubber to AISI 304 Contacts’ ’’
†ASME J. Heat Transfer, 122,
p. 403 „2000…‡

S. K. Parihar

N. T. Wright
e-mail: wright@umbc.edu

Department of Mechanical Engineering, University of
Maryland, Baltimore, MD 21250

We appreciate Professor Madhusudana’s careful reading of our
paper and value his comments. Our response to his concerns fol-
lows.

1 Time Dependence of Resistance.During tests of more
than 40 hours at constant mechanical load~0.1214 MPa!and
heater power~3.2 kW/m2!, the resistances varied by less than
62.5 percent after reaching steady state. There was no trend, ei-
ther increasing or decreasing, in the values of the resistances.
Surface profiles of the contacting surfaces were measured before
and after the test and, as shown in Table 2 of@1#, no significant
difference was found in the surface profiles of the specimen. This

indicates that, within the range of temperatures and mechanical
loads tested, no significant changes in the surface characteristics
occur during the duration of the test.

2 Bulk Resistance. The thermal conductivity of the elas-
tomer under investigation was measured before conducting the
thermal contact resistance tests. Assuming a linear temperature
distribution between adjacent thermocouples in an elastomer
specimen, the thermal conductivity for the range of temperatures
and mechanical loads to be tested was calculated using Fourier’s
equation. The thermal conductivity of the elastomer is
temperature-dependent, so care must be taken in calculating the
bulk resistance from the thickness and thermal conductivity. Nev-
ertheless, the bulk resistances calculated from the thickness and
the measured thermal conductivity values agree well~65 percent!
with the bulk resistance obtained by subtracting the sum of the
measured interface resistances from the total resistance of the
joint. The details may be found in Parihar@2#.

3 Asperity Slope. You are right, the units in Table 1 and 2
should readmm/mm.

4 Heat Flow Direction. Yes, at the lower interface the heat
flow is from elastomer to metal.
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@1# Parihar, S. K., and Wright, N. T., 1999, ‘‘Thermal Contact Resistance of
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Letter to the
Editor

Standard Nomenclature List
Dear Editor,

It was with great interest that I learned of the efforts by a group
of journal editors~including yourself! to produce a ‘‘standard’’
nomenclature list for heat transfer which will be used for all the
journals represented. The adoption of such a list is obviously a
considerable step forward for the journals and I was pleased to
learn that the list developed through the discussions at the Inter-
national Heat Transfer Conferences~led by Dr. Yon Mayhew!had
served as basis. Indeed, the vast majority of symbols are identical
to this earlier list and some of the best features of the IHTC list
have been retained~for example, the use of consistent nomencla-
ture for quantity, flow, and flux—e.g.,M, Ṁ, ṁ!. The new list
differs from the IHTC list only in essentials!

Having spent many tedious hours discussing these questions
~both at the IHTC’s and in many other meetings! I had thought
that the question of nomenclature had been finally settled and I
certainly do not wish to go through the unproductive and time-
consuming process all over again. However, it does seem to me
that symbols from the IHTC list had been developed as a result of
input from a wide variety of sources and should not be abandoned
without some thought being given to the matter! One of the most
contentious issues~on which those of us involved in the original
discussions spent many hours! was the symbol of heat transfer
coefficient, arguably the most important symbol in the list. The
use of the symbola was common European practice whereas the
U.S. and U.K. practice was to useh. Clearly, the use ofh was not
very sensible since the same symbol is used for enthalpy and there
are a significant number of cases when both symbols might be
used in the same equation. However, such was the tradition of
usingh that it was allowed as analternativesymbol in the IHTC

list. In the original discussions, a compromise was reached in
which a was adopted for film coefficient andU for overall coef-
ficient. To simply chooseh in the new list is to ignore all the
earnest deliberations which had gone on before~not that there is
anything new in this approach in this area!!. I had been very
reluctant to make the change toa but gradually, I got used to it!
Now, if we used the Editors list, we will have to go through the
reverse process—ugh!

An area which is also a cause for considerable concern is that of
the symbols used for physical properties. Here, I think it is essen-
tial to use symbols which are consistent with those adopted by the
ISO. People like myself have been brought up usingm for viscos-
ity and it has been a real struggle to change to the ISO standardh.
Now, the Editors have overruled the ISO, I suppose that the
struggle has been in vain!

As a practical way out of the problem, the Editors might like to
consider using the IHTC symbols as alternatives. It is very tempt-
ing to fix on a given symbol, but if the choice is debatable or even
irrational, then an error is propagated into the future!

I realize that I have little hope of changing the newly adopted
list and I certainly do not wish to enter into further protracted
discussions about this area. This letter is mainly to assuage the
guilt I would have felt had I not reacted in some way!

G. F. Hewitt
Department of Chemical Engineering

and Chemical Technology,
Imperial College of Science, Technology and Medicine

London SW7 2BY, England
e-mail: g.hewitt@ic.ac.uk
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Erratum: ‘‘Mixture Fraction Statistics of Plane Self-Preserving
Buoyant Turbulent Adiabatic Wall Plumes’’

†ASME J. Heat Transfer, 121, pp. 837–843 „1999…‡

R. Sangras, Z. Dai, and G. M. Faeth

Table 3, which follows, was inadvertently omitted from the originally published paper.

Table 3 Summary of self-preserving properties of plane buoyant turbulent plumes a

Source Plume Type Z/b (x2xo)/b (Z/ l f)min (x2xo)/ l M l f /(x2xo) Fmax f̄ max8 / f̄max

Present Adiabatic Wall 93 92–155 7.9 12–21 0.076 5.71 0.37
Lai et al. ~1986!b Adiabatic Wall 38 10–38 10.8 1–5 0.093 6.80 0.34
Grella and Faeth~1973!b,c Adiabatic Wall — — 13.0 — 0.077 7.50 —
Liburdy and Faeth~1978!and Liburdy et al.~1979!b,c Isothermal Wall — — 5.9 — 0.112 5.20 0.25
Sangras et al.~1998! Free Line 93 76–155 2.6d 9–21 0.120 2.10 0.47

aPlane buoyant turbulent plumes in still and unstratified environments. Wall plumes are along vertical smooth surfaces. Range of streamwise distances are for conditions where
measurements were made over the cross section of the plumes. Adiabatic wall plume entries are ordered chronologically.
bThese flows were evolving over the range of the measurements so that the values ofl f /(x2xo), Fmax, and f̄ max8 / f̄max pertain to results obtained farthest from the source.
cSource was a linear array of round jets so that slot properties cannot be defined.
dThis value is (Z/(2 l f ))min , which is the full characteristic width of the flow, similar to the other entries in this column.
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